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Executive Summary 

From August 2015 through March 2019, the Advanced Telecommunications Engineering 
Laboratory (TEL) at the University of Nebraska designed and evaluated a new networking 
architecture for high-speed passenger trains, and through the use of a new computer simulation 
platform, established the performance advantages and feasibility of this architecture.  
TEL researchers’ evaluation of the current state-of-the-art showed that it is not capable of 
supporting the anticipated demands for performance, latency, security, and reliability that high-
speed rail services require.  
The purpose of this effort was to study and develop a networking architecture that addresses all 
of the disparate challenges and requirements faced when considering passenger service needs, 
onboard system requirements, and technology capabilities.  
TEL’s architecture both addresses these and establishes itself as future-proof by decoupling all 
onboard train technologies from each other and enabling targeted technology evolutions to be 
implemented through upgrades when needed. 
The developed architecture combines unique features, such as the proposed user/control plane 
separation, a new wireless digital trainline approach, an adaptive approach to balancing 
reliability and performance, and the ability to address virtually all onboard and wayside 
communications requirements through a single unified architecture. It utilizes these features to 
achieve targeted performance goals, such as low latency for train control functions or high 
throughput for content-rich passenger services. 
While TEL’s work showed the great potential in simulation trials, additional testing will be 
conducted using real-world devices and deployments in phase 2 of this ongoing research effort. 
This will include lab and field testing. The results of these tests will be used to increase the 
accuracy of the computer simulations and to scale-up the scenario size that can be used within 
the simulator. 
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1. Introduction 

This Advanced Telecommunications Engineering Laboratory (TEL) project focused on studying 
how wireless technologies could be utilized for high-speed rail applications while addressing a 
host of requirements, including enhanced passenger services and innovating how train systems 
are interconnected. This project presented a unique opportunity to leverage TEL’s expertise and 
long collaboration with the rail industry in North America. 

1.1 Background 
With the advent of diesel locomotives in the railroad industry came a significant shift toward a 
technology-integrated method of operations. The need to coordinate and control multiple units 
and railcars in a train consist gave rise to the train line system via a connector and cable 
assembly. A similar approach can be used on passenger trains to provide data to displays about 
upcoming stops, or to support a public announcement system, operate doors, etc. In such a 
configuration, a signaling and control bus is established along the entire train, from the 
locomotive through all the passenger railcars. This is currently achieved via a bulky connecting 
cable that carries between 24 and 64 different analog signals, each dedicated to a single specific 
function. This signaling and data bus distributes commands from the train conductor or engineer 
to trailing locomotives, passenger cars, etc.  
However, the current system is a multi-pin connector that, as stated above, relies on analog 
signal lines, each dedicated to specific train functions. In many cases, DC voltage levels indicate 
desired values for specific parameters. This approach is maintenance-intensive, costly, bulky, 
and error-prone. It requires shielding to prevent potential noise problems and errors in 
transmitting accurate command and control information from occurring. This approach also 
limits expandability. All 27 pins are assigned to dedicated functions, such as the throttle, 
emergency sand operation, brake warnings, headlights, alarm bell operation, etc.  Furthermore, 
the need for cabling increases maintenance costs and creates points of failure for this system. All 
of these limitations highlight the need to create a new approach for trainline communication. 

1.2 Objectives 
With the planned efforts to establish a nationwide high-speed passenger rail service, as well as 
expanding the passenger rail services across the country, the key to success lies in efficient train 
operations and passenger safety—as well as value-add services for passengers.  
Various railroad industry groups and government representatives are currently working together 
to upgrade the industry standards of the analog train line system to a wired digital 
communication system. This service is called digital train line, or DTL. In this first project phase 
the focus is on developing DTL into a working, industry-wide replacement of the old analog 
trainline system and to further advance this approach into the concept of wireless DTL, or 
WiDTL. There are numerous issues that need to be resolved, from cabling and connectors, to 
protocol and application support, to integration with legacy systems and supporting their 
continued operation during the transition phase. 
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This was the focus also of TEL’s activities during this initial project phase, leveraging expertise 
in wired and wireless networks, as well as protocol design, system evaluation, and integration to 
the railroad technology groups working on DTL. 

1.3 Overall Approach 
TEL’s approach to this initial phase was to first review the current state-of-the-art and efforts 
underway, and connect with the responsible industry groups and stakeholders. TEL then utilized 
this connection to aid in ongoing efforts, review requirements, suggest changes, and develop the 
concept of WiDTL. WiDTL does require extensive evaluation, and the company’s primary 
contribution lies in the development of a computer simulation tool that can help the rail industry 
in evaluating candidate technologies for WiDTL applications. TEL used this tool in this research 
effort to gauge the feasibility of the overall platform design. 

1.4 Scope  
In this work, the primary focus is on the use of DTL and WiDTL in passenger rail services. It 
thus does not cover freight rail services, but the technology does support application in the 
freight rail sector. 

1.5 Organization of the Report 
The next several sections describe all of the core efforts related to TEL’s work with DTL and 
WiDTL. This includes outreach activities to the stakeholders in this effort (Section 2), review of 
the current state of the art in high-speed passenger train wireless connectivity (Section 3), design 
of WiDTL (Section 4), and performance evaluation efforts (Section 5). 
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2. Stakeholder Engagement and Industry Participation 

For our research to be truly applicable to addressing rail industry issues, it is vital for our efforts 
to include regular and frequent communications with all relevant parties. This includes a variety 
of domains, from our project sponsor to equipment manufacturers and rail service operators. 
Therefore, we focused on engaging with these stakeholders.    

2.1 Stakeholder Groups 
For this project we identified two key groups and the primary stakeholders: 
On the freight railroad side, the Association of American Railroad’s (AAR’s) Locomotive 
Committee formed the Locomotive Consist Control (LCC) Technical Advisory Group (TAG). 
LCC TAG is responsible for overseeing the efforts on the freight railroad industry side and 
ensuring compliance with 49 CFR Part 229, Subpart E. 
These efforts are focused on using Ethernet technology to connect locomotives. A field 
demonstration of two different approaches was planned for October 2015 at TTC.  
However, this demonstration was mostly focused on mechanical aspects of the connection and 
was not open to non-industry members, and thus TEL unfortunately could not attend. 
Among the people contacted on the AAR side were: 

• AAR: Bob Kollmar, Nader Ebeid 
• BNSF: Jim Barrett, James Brady 
• CN: Carlos da Roza, Cory Wyka 
• CSX: Alex Latchaw 
• EMD: Allen Mitchel, Ben Raeder, Wayne Rudolph 
• GE: Mark Kraeling, Patty Lacy, Eric Vorndran 
• MCC: Rachel Milcic, Tim Potter 
• NS: Bruce Backus, Richard New, Tim Wymer 
• UPRR: Raymond Peterson, Tom Vaiskunas 
• Wabtec: Ted Allwardt 

On the passenger rail side, the effort is directed through the Next Generation Equipment 
Committee (NGEC). The NGEC was created in response to the Passenger Rail Investment and 
Improvement Act (PRIIA) of 2008, H.R.6003, where in Title III Section 305 it instructs Amtrak 
to “establish a Next Generation Corridor Equipment Pool Committee to design, develop 
specifications for, and procure standardized next-generation corridor equipment.” [1, 2]  
The NGEC was not fixed on a wired solution and was interested in pursuing the possibility of a 
wireless approach to DTL.  
The list of people contacted on the Amtrak side included: 

• Eric Curtit, Missouri DOT 
• Mario Bergeron, Amtrak 
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• Tammy Nicholson, Iowa DOT 
• Ray Hessinger, New York DOT 
• Darrell Smith, Amtrak   
• John Oimoen, Illinois DOT 

2.2 Meeting and Conference Call Participation 
Each group organized weekly or biweekly conference calls to inform members of ongoing 
efforts and progress. TEL representatives were invited to join these calls and report on the 
progress of our efforts. They continued this engagement throughout the entire project phase. 
On October 6, 2015, AAR’s Railway Electronics Standards Committee (RESC) had a full 
committee meeting. This event was co-hosted with the AREMA 2015 Railway Interchange 
Annual Conference, October 4–7, 2015, in Minneapolis, MN. 
The event schedule included discussions and status updates on the AAR’s efforts on DTL, and 
hence provided an ideal opportunity to connect with railroad personnel and stakeholders in DTL.  
TEL representatives’ participation there was very successful. They made several connections that 
were instrumental throughout this project phase. 
Below are several photos from the event and the AREMA conference. 

 

Figure 1. AREMA conference show floor engagements 
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Figure 2. AREMA conference show floor 

 

Figure 3. Vendor booth showcasing train communication system 

The team also attended the SafeRail 2016 event, held together with the PTC World Congress, 
from March 22–23, 2016 in Washington, DC. This event brought together a wide array of 

@HUBER+SUHNER 

On-board Gigabit backbone 
Trackside data transmission 
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equipment vendors, some of which are also engaged in the development of DTL and are industry 
participants on the AAR and NGEC conference calls. 
The team had the opportunity to meet with these vendors and explored their efforts and potential 
collaborations in this endeavor. Overall, TEL’s participation in this event was a success and the 
team returned with many novel insights. The team continued its engagements with stakeholders 
throughout this project phase, and gained invaluable insights that helped shape TEL efforts and 
focus its research. 
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3. Technology Review of High-Speed Passenger Train Wireless 
Connectivity 

Through one of our first engagements with the stakeholders on this research topic it became clear 
that a comprehensive analysis of existing technologies was required in order to present the 
current state-of-the-art to the railroad community. We published our findings in peer reviewed 
scientific articles, including in [3]. 
Hence the TEL team’s first research task focused on collating information from a range of 
scientific publications about the wireless communication technologies in use by high-speed rail 
operators around the world. From the information the team compiled, it generated a high-level 
overview, shown in the following table. 
Specifically, train operations are surveyed in [4]. GSM-R and related technologies were analyzed 
in [5-9], Wireless LAN technologies in [10-13], 4G LTE and LTE-R in [9-14]. Radio-over-fiber 
(RoF) was analyzed extensively in [15-18], leaky coaxial cable in [19, 20], and satellite 
communication in [21, 22, 45].  

Table 1. Overview of high-speed train systems and associated key wireless technologies 

 
 
Based on this information, the team proceeded to evaluate these wireless technologies for various 
performance parameters. This analysis was based on available information and theoretical 
performance envelope studies. The results are shown in the figure below. From that information 
representatives could then conduct an application-driven analysis: How well does each 
technology support different end-user applications, such as video-streaming, teleworking for 
commuter passengers, web browsing, etc. For this analysis team members assumed ridership 

High Speed Trains Country Key Cities & Routes Avg. Speed (krn/hr.)/Max. Key Wireless 
Speed (km/hr.) Technologies Used 

TGV-POS (SNCF) France Basel, Zurich, 320/574.8 ETCS-2/Satellite Vallorbe, Lausanne 

CRH380A&AL China Shanghai-Hangzhou 300/487.3 GSM-R (China Railway Corporation) Shanghai-Nanjing 

A VE Class I 03 (RENFE) Spain Madrid, Taragona 310/403.7 GSM-R (ETCS-2) 

ICE 3 class 403, 406 (Deutsche Germany Frankfurt, Paris 330/368 GSM-R, Radiating cable 
Bahn, Nederlandse Spoorwegen) (LCX), Wi-Fi 

ETR 500 (Trenitalia) Italy Rome, Naples, 300/362 Radiating cables, Wi-Fi , 
Florence, Bologna GSM-R 

KTX-1 South Korea Seoul, Busan 330 
A TC (Automatic Train 

Control), Wi-Fi 

Eurostar (GNER, SNCF) France, Spain, Brussels, Lille, London. 300/334.7 Wi-Fi, WIMAX, ETCS-2 England 

N700 Shinkansen Japan Tokyo, Osaka, 275/332 LCX (JR West, JR Central , JR Kyushu) Tokaido-Sanyo 

THSR 700T Taiwan, China Taoyuan, Hsinchu, Taichung 300 RoF, WIMAX 

Acela (Amtrak) USA Washington, Baltimore, New 240/265 Wi-Fi , GSM-R York 

Pendolino Finland Helsinki , Tampere 250 Flash-OFDM, WTMAX 
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levels in accordance with published statistics and expected use case scenarios for planned U.S.-
based high-speed rail services. 

Table 2. Analysis of different wireless technologies in use by high-speed rail services 

 
 
In all scenarios the conclusion was the same: Current technologies do not sufficiently support the 
demand generated by the expected ridership levels coupled with the current penetration level of 
mobile devices and applications. 
Another key research area of interest is Cognitive Radios. These are software-driven radio 
solutions that instead of optimized fixed-function chipsets rely on programmable high-
performance digital signal processing chipsets. This enables them to adapt on the fly to changes 
in their RF environment and communication requirements. Some of the research in this area is 
documented in [24-26]. Another key area of research activity is found in the RF challenges, with 
channel propagation research conducted in [27-29], handover for high-speed trains being 
analyzed in [30-37], and various other challenges and approaches being presented in [38-45]. 
From studying all of these efforts we can learn that there are two primary architectures for end-
to-end connectivity between passengers and the internet: 

1) There are Wi-Fi access point and/or small cell base stations installed within the passenger 
railcars. All passengers’ mobile devices connect to those. The aggregate traffic from all 
passenger—plus all onboard—systems needing to communicate off-train, is then sent 
through an onboard cellular radio to the nearest base station trackside. This simplifies 
connection management because all passengers stay connected to the onboard equipment 
during their ride. 

2) Each passenger on the train directly connects via cellular to the nearest trackside base 
station. This simplifies the onboard network architecture, but hinders the performance of 
each end-user because now each device individually needs to manage frequent 

Wireless Technologies 
Parameters 

GSM-R P25 TETRA 802. 11 WlMAX 3G LTE-R RoF LCX Satell ite FLASH-OFDM 

Working 800 - 900 2.4/5.8 2.3/2.4/2.5/3.5 800/9 10 MH z 
Variable 450 MHz and 700 MHz --400 MHz 400 - 3.5 Variable Variable Limited Frequency MHz GHz GH z 2. 1 GHz GHz variab le 

>2 Mbps 

Data Rate 5 - IO 40- 100 5 - 10 > IO Mbps >30 Mbps (stationary) > 10 Mbps I - IO I - IO >2 Mbps >2 Mbps Kbps Kbps Kbps >384 Kbps Gbps Mbps 
(Mobile) 

IP ot standalone Yes Yes Yes Yes Yes Yes Yes Yes Support 0 0 

Handover Open standard Open Open Open 
Proprietary standard/High Open standard Open Open; Open Depends Proprietary; Mechanism (till 500 km/h) standard standard handover 

Modulation/ GMSK DQPSK-TD QPSK, BPSK,QPSK QPSK, 16-64 QPSK, Standard 
4FSK PSK QAM(OFDM, 16QAM-OFD and FSK-P K OFDM Multiplexing -TDMA MA QAM l6QAM SCFDMA) M OFDM 

Mature, Mature Mature, lead to Emerging Concepts like Matured Matured Maturity supportedunti l Mature Mature Mature Matured 
2025 in US WIMAX2 and offered "moving cell" (N700) but costly 

Yes, but Yes, 

Market Support Until 2025 us Yes/almost Yes Yes, decreas ing moving to Yes, building Matured Japan, in Europe Y cs, Flarion obsolete LTE standards Europe Thalys, 
s CF 
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connection changes whenever the train moves from one base station coverage area to the 
next—a process called handover.  

In both of these scenarios, however, the cumulative traffic load onto the shared wireless medium 
between train and track-side cellular base station is approximately the same. Hence, an 
approximate analysis of the expected application load support can easily be conducted.  
The following graph first shows the expected total throughput capacity of a 4G LTE trackside 
base station. This analysis assumes operation in the 2 GHz frequency band and a transmit power 
of 86 dBm. 

 

Figure 4. 4G LTE performance at 2 GHz and 86 dBm transmit power 

While the maximum throughput is quite high, at over 200 Mbps, that performance degrades 
rapidly with increasing distance from the base station. At 2000 m from the base station, the 
maximum performance has dropped to less than 25 Mbps. Note that this represents the capacity 
shared by all riders. 
When this is expressed as, for example, the number of concurrent Netflix streaming sessions, it 
becomes clear that this is insufficient performance. 
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Figure 5. Comparison of 3G and 4G performance and their effective video stream support 

It was clear from these numbers that current technologies would barely support current demand, 
and would definitely not be a future-proof choice, or even scale with the anticipated growth in 
demand over the next few years. 
Hence, the focus shifted to a new architecture utilizing novel technologies. This became the next 
research focus: After collecting all the requirements, researchers designed a new architecture that 
addressed the various demands from different aspects of high-speed rail systems: 

- Passenger services needed to support a myriad of applications, from video streaming and 
telework for commuters to rich infotainment offerings, ticket purchases, and more. 
o These services focus on high performance and security, but do not require low latency 

or high robustness. 
o Any traffic fitting this category was labeled “user plane” traffic. 

- Onboard systems must be able to report data reliably and in a timely fashion. They must 
be able to communicate with each other as well as with offboard systems, dispatch 
centers, and more.  
o Secure data transmissions are required, as is ultra-low latency, but these services do 

not require high throughput performance. 
o Any services under this category were grouped into the “control plane” traffic 

category. 
There are competing demands between user and control plane traffic. Addressing these is a 
challenging endeavor.  
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In the end, the suggested architecture for future onboard systems is summarized by Figure 6 and 
Figure 7, below. In this architecture, all networking activity is coordinated and routed through an 
onboard networking closet. It effectively is a translator between different networking 
technologies and an aggregator of traffic. All network traffic—from passengers and equipment 
alike—routes through the network closet, and from there takes one of two paths: 

1. If it is destined to an off-board receiver, such as an internet service, the dispatch center, 
or other trackside equipment, it will be sent through the cellular link to the nearest cell 
tower. 

2. If it is destined to another onboard device or passenger, it may be routed through the 
wireless digital trainline (WiDTL) connection that exists between adjoining railcars. This 
WiDTL interconnect spans the entire length of the train. It is split into the 
aforementioned user and control plane interfaces that enable this architecture to fulfill all 
specific traffic demands on latency, reliability, security, performance, etc. 

This architecture is replicated in each passenger railcar, and also—in a modified form—the 
power car, as shown in the following figure. On the power car, passenger-centric services are not 
required, but additional interfaces exist for the train engineer to control train systems, review 
trackside system status information obtained wirelessly, obtain precise location data from track-
mounted balises, observe the PTC system status, etc. 
 

 

Figure 6. Proposed passenger railcar networking architecture 
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Figure 7. Proposed power car networking architecture 

This architecture provides several key advantages: 
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- It addresses the various competing requirements of different networking activities 
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- It is future-proof because no network path depends on specific technology being 
employed. As such, it can grow by transitioning, for example, from 4G to 5G to 6G when 
available or required. This transition path is key to ensuring economic viability of this 
system while ensuring that performance demands are met. 
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4. Network Simulation of Proposed Architecture  

To evaluate the specific capabilities of this architecture, TEL staffers needed to conduct 
computer simulations of the employed technologies. Unfortunately, no simulator currently 
supports all these technologies. Hence, researchers endeavored to integrate needed capabilities 
into an existing open-source network simulation platform called ns-3. Within this package, a 
number of key technologies have already been implemented. Others are missing and needed to 
be added. Furthermore, some of the implemented features lack the fidelity desired for the 
simulation environment.  
TEL envisioned this tool to be useful for the greater railroad community as well, to enable 
network engineers to quickly and easily evaluate specific scenarios during deployment planning 
and technology selection. 
TEL integrated or improved the following capabilities: 

- Full support for user/control plane separation according to the proposed UCDA 
(user/control plane decoupled architecture) scheme 

- Support for current 4G cellular technology 
- Support for 5G physical layer simulations, including mmWave technology above 6 GHz 
- Fully realized handover scheme support in simulator 
- Support for environmental features such as hills, bridges, tunnels, and cuttings 
- Support for new channel models (WINNER II D2a, free space, CIR, ABG, COST231, 

ITU-T) 
- Support for single/dual/multi-link scenarios 
- Scenario-based PHY channel models (individual models for different scenarios) 
- Support for in-train femto cells 
- Support for in-train Wi-Fi 
- Enhanced framing and synchronization 
- Enhanced control signaling 

Researchers then incorporated control of all these features into a simple-to-use scripting 
approach that allows engineers a template-driven approach to simulations that simply requires 
the modification of a few script values to realize specific simulation scenarios. 
They utilized this tool to study a wide range of aspects of the proposed architecture. Below are 
several results obtained. Researchers evaluated this architecture essentially as viewed from data 
sources through aggregation to the corresponding ingress/egress points to develop an estimate of 
required network performance at each link. Below are some of the results collected.  
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Figure 8. From sources to sinks: Simulation results from different study points within the 
architecture 

Simulation studies with this architecture showed a significant increase in overall performance 
that this architecture enabled. The interplay between different technologies can also be observed. 
With the support for different application profile, this simulation tool can also be used to study 
capacity demands for passenger services, end-to-end latency for critical train control functions, 
and so much more. 
For example, Figure 9 shows the results of one of the handover analysis scenarios. In this case, 
researchers simulated a single train at various different velocities when operating using 4G LTE 
at 900 MHz. The simulation considers two base stations about 2.5 km apart and evaluates the 
handover failure probability at different locations—different distances from base station 1 in 
order to study not only when handovers occur but also how likely they are to succeed, given that 
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with increased distance from a base station the probability of successful communication also 
decreases.  

 

Figure 9. Handover failure probability simulation results 
These results show that the highest failure probability occurs roughly in the middle, between 
both base stations, which is also the area where most handover schemes decide to start the 
handover process. Therefore, this illustrates the need to evaluate handover schemes to find more 
suitable approaches for use with high-speed rail deployments. 
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5. Conclusion 

At the core of this initial phase of TEL’s work in wireless communication for high-speed 
passenger rail services was the review of the current state-of-the-art, determination of its benefits 
and drawbacks, and then researching ways to overcome these limitations. 
TEL believes that it accomplished this goal through an architecture that incorporates novel 
features such as user/control plane separation and new technologies, such as 5G, into a single 
cohesive architecture. 
To establish performance metrics of this architecture, TEL developed a new computer simulation 
environment based on ns-3 that enables easy scenario-driven technology evaluation. It 
incorporates a host of new features and improvements of existing capabilities. Driven by simple 
template-based scripts, it enables complex scenarios to be constructed and evaluated. 
The results we obtained are based on the computer network simulator we developed, which show 
the great potential for our proposed system architecture. 
TEL is currently in the process of establishing the phase 2 part of this project. The principal goal 
of the second phase is to conduct actual device tests and field tests to validate the simulation 
results. Additionally, through the collected data from device tests TEL can improve the fidelity 
of its computer simulation results, which also aids in the process of scaling up the simulation to 
larger scenarios, such as the simulation of an entire high-speed rail corridor segment, or areas of 
high density such as Chicago-area rail services. 
TEL is also planning field testing of 5G technologies in rail applications, using the test facilities 
at the Transportation Technology Center in Pueblo, CO. This state-of-the-art testing facility 
enables real-world tests on actual train systems. Its environment is ideally suited for this study. 
To the best of the researchers’ knowledge, this would be the first 5G test of its kind for high-
speed rail applications.
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