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AN IMPROVED NUMERICAL METHOD AND COMPUTER PROGRAM FOR
COUNTERFORMAL CONTACT STRESS PROBLEMS
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ABSTRACT

A numerical method is given for the solution of frictionless counterformal
contact stress problems. By modifying the previously described simply-
discretized method, and by introducing an automatic mesh generating procedure
for the changing contact region, it has been possible to make major improvements
in the generality, stability, accuracy and efficiency of the numerical proce-
dures. The method has been verified by comparison with known solutions for the
Hertzian case. Numerical examples for non-Hertzian cases include the first
known solution for non-Hertzian contact of a railroad wheel and rail. The mesh
generation and boundary iteration procedure introduced is applicable to a wider
class of problems with changing boundaries, such as: determination of wheel-
rail adhesion-slip boundary, determination of elastic-plastic interfaces for
residual stress problems, etc.

1. INTRODUCTION

Many situations arise in engineering practice where contacting surfaces
cannot be modelled as second-degree polynomials over the contact region, and
therefore cannot be analyzed by the classical method of Hertz (1). Until re-
cently, there existed no general way of analyzing non-Hertzian problems. How-
ever, Singh and Paul (2) have introduced a numerical approach to the problem
which broadens considerably the range of contact stress problems that can be
solved. For the historical background of the problem and references to recent
related work by Kalker and Randen (3), Corry and Seirig (4), and others, see the
discussion in (2).

Contact stress problems with load-dependent contact regions are classified
as counterformal problems or conformal problems accordingly as the dimensions of
the contact region are small or large, compared to the local radii of curvature
of the contacting surfaces. Counterformal contact problems in turn are sub-
divided into Hertzian problems, where the contacting surfaces are locally quad-
ratic, and non-Hertzian otherwise; all confcrmal problems are non-Hertzian. In
this paper, we develop a general purpose procedure for solving counterformal cor
tact problems, and illustrate the procedure by several examples, including the
first known solution for non-Hertzian contact stresses at the interface of a

steel wheel on a steel rail (Figs.8-10).

The present work represents an extension of the simply-discretized method

165




introduced by Singh and Paul (2) who found that the original method was severely
limited in its range of application because of numerical instabilities. Although
these numerical difficulties could be overcome by a method of functional regul-
arization, as explained in Singh and Paul (5), the efficiency and accuracy suf-
fered in the process. The modification of the simply discretized methoc used
here improves its efficiency and accuracy, but more importantly, it eliminates
the need to specify arbitrary “regularization parameters," and paves the way for
the solution to the more complex problems of conformal contact.

The second major theme of the current work is the development of a system-
atic and automatic procedure for identifying the continuously changing, load-
dependent “contact boundary curve", which encloses the contact region. An ef-
fective iteration procedure is devised which allows us to automatically overlay
any given candidate contact region (i.e., trial region) with a rectangular mesh
that suitably reflects the changes in size and shape of the contact region as
the sotution proceeds. This mesh generation scheme, which is applicable to con-
formal problems as well, is essential to the success of the method. Nor is it a
trivial extension of existing procedures, since current finite difference and
finite element methods operate with an initially defined system geometry that re-
mains essentially fixed throughout the course of solution. The mesh generation
procedures developed herein will be applicable to a wider class of problems with
changing boundaries, e.g.: the changing region of locked versus slipped areas in
railroad "wheel creep" problems, changing elastic-plastic boundaries for pro-
blems of plastic flow and residual stresses, melt interfaces in two-phase heat ‘
transfer problems, etc.

In the next section, we formulate the basic integral equation governing
all counterformal contact stress problems. In Sec. 3 we show how the integral
equation is to be discretized, and the problem is converted into one of numer-
jcal analysis. In Sec. 4 we show that when the initial trial contact boundary is
defined by a suitably chosen "interpenetration curve", the true contact re-
gion is entirely enclosed by this interpenetration curve. This important re-
sult enables us to simplify considerably and improve the rate of convergence of the
procedure. In Sec. 5 we use the result of Sec, 4 to devise a mesh generation and
boundary. refinement scheme for the continually changing candidate boundaries
that ultimately converge to the true contact boundary. The computer program
used to generate the numerical results is briefly described in Sec. 6, and
several numerical examples are given in Sec. 7. Conclusions are summarized in
Sec. 8.

’ 2. FORMULATION OF THE GOVERNING INTEGRAL EQUATION

Let the two bodies be denoted as body 1 and body 2. Cartesian coordinate
axes are set up for each body with the initial contact point as common origin.
Axes (x,y) lie in the tangent plane of the two surfaces at the initial contact
point, with z; and zp pointing into bodies 1 and 2, respectively. Both sur-
faces are frictionless. Due to the applied force, material points in the two
bodies undergo rigid-body transiation and elastic deformation.

The initial separation of points on the two bodies with common (x,y) coor-
dinates is given by the known surface function

f(xy) 2 27 (%y) + 2, (%) (M

If the bodies are pressed together, points that are well removed from the
contact region will undergo a rigid body displacement, whereas points near the
contact region will undergo a rigid body motion plus superposed elastic deforma-
tions. In general, the rigid-body motion of body 1 relative to body 2 is de-
fined by six parameters. For simplicity, we assume, at this point, that the
rigid body motion of body 1 relative to body 2 consists of a transiation through
the distance § in the direction of axis zp. The quantity § is called the rigid

. body approach. The methods of this paper may be extended to cover the more
general case where several or all of the six possible degrees of ({rigid-body)
freedom are permitted.

] If wy and w, represent the elastic displacements of bodies 1 and 2 in the
directions of zy and 2y, the separation of points having common (x,y)
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coordinates becomes in the deformed state (6, p. 320).

S=wW tW, vz vz, -8 (2)
The region of the (x,y) plane within which contact occurs will be desig-

nated by 2 ; its boundary will be called the contact boundary. It is necessary
that ’

S =W tW,tz vz, -8=0 {within Q) (3)

s =W twy tzytz, - 8§ > 0 (outside Q) (4)

Equation (3) follows from the definition of contact, and Inequality (4)
follows from the impenetrability of matter. For the class of problems under con-
sideration (counterformal contact), the dimensions of the contact region are as-
sumed to be small compared to local radii of curvature of the indenting surfaces.
Hence, it is permissible to consider the two bodies as elastic half spaces in
order to correlate the displacement field w with the pressure field p inside the
contact region Q.  For points on the frictionless surfaces of the bodies, w
and p are related by integrating the Boussinesg solution for a normal point load,
which leads to the following equation ((7), p. 365).

2
(I’Vi ) ' ' [ [l
- p(x',y')dx'dy
wi(x,y) T Tk

i 9 [(x=x")24(y-y")4

72 (1= 1.2) (5)

where V4 and Ej are Poisson's ratio and Young's moduli of the two bodies, and
Q@ is the projection of the contact region on the tangent plane (x,y). Because

the two bodies cannot exert tension upon one another, a physically meaningful
solution requires that

p(x,y)} 2 0 inside Q (6)

Conditions (3)-(6) define the contact problem which must be solved to obtain the
pressure field p, and contact region & for a given approach ¢,

After finding p and Q, one may evaluate the forces and moments needed to
produce the given approach, i.e.

F, = f p dx dy, M, = = f yp dx dy, M, = [ xp dx dy (7-a,b,c)
Q Q Q

By combining Egs. (1), {2), and (5) we see that the following integral equa-
tion must be satisfied for all values of (X,y)

k pdA _ p(x',y )dx'dy! § - f(x, 8
Qf = _Q [(x_x-)2+y_yf5?fT72 (X y) ( )

where

k= (]-v]z)/nE]+(]-v22)/nEz (9)
Finally, we note that since the pressure p vanishes outside of 2 and is
positive inside 2 , it must vanish on the boundary of @ if p is to be con-
tinuous. This will be the case when the surface function f(x,y) is continuous
(e.g. with well-rounded indentors). However, when the profile function js dis-
continuous (e.g. when sharp corners occur on the indentors) the pressure need not

vanish along the contact boundary, and indeed it will become infinite for per-
fectly sharp edged indentors.
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4, ENCLOSURE OF CONTACT REGION BY INTERPENETRATION CURVE

FOR COUNTERFORMAL PROBLEMS

We will assume that the actual relative motions of the two bodies are com-
pletely known at points well removed from the contact region, and that the cor-
responding curve of intersection (interpenetration curve) is well defined. In
short, we assume that the rigid body approach is specified and seek to find both
the contact region, and the contact pressure distribution. For an initial
(candidate) contact region we utilize the region inside the interpenetration
curve.

When restricting our attention to problems of counterformal (but not neces-
sarily Hertzian) contact, we will show that the actual contact region ljes inside
the interpenetration curve associated with a fixed approach. Consider Fig. |
which shows a cross-section through the z axis of two bodies, (1) and (2), which
initially touch at a common peint Cy (in body 1) or Co (in body 2). The z axis
passes through Ci and points along the common normal Tnto body 1. The cross sec-
tion of body 1 is initially a curve M]C]N] and that of body 2 is a curve MZCZNZ

TRUE CONTACT BOUNDARY

[NTERPENETRATION CURVE

fig. 1 Interpenetration curve surrounds true contact
boundary for counterformal contact.

Due to the rigid body approach, body 1 moves towards body 2 and becomes the curve
M]C Ny, which intersects body 2 at points P' and Q' on the (spatial)

int r&entration curve. However, physical interpenetration is impossible, and
mutual prassures will be exerted on the bodies so that curve MiC{N{ is pushed
upward (deforms elastically), and becomes the curve MiCNi. Similarly, curve
MoCoNp is pushed downward (deforms elastically) into the curve MoCNy.  All
points in the neighborhood of C lie on the common "caontact region" of the de-
formed surfaces, and points P and Q mark the extremities of the contact region,
in the view shown.

Because we are considering counterformal contact, the elastic deformation is
governed by Boussinesq's displacement function. This requires that any pressure
exerted on body 1 in the neighborhood of C must cause the curve M{CN{ to lie
above the curve MiCiNj. Similarly, the pressures on body 2 must cause curve
MaCN2 to 1lie below curve MZCZNZ- Therefore, Q and P must both 1ie inside the
lune-shaped region P'C{Q'C{P'.  In other words, the true contact boundary points
P and Q must lie between points P' and Q' on the interpenetration curve.

Precisely the same reasoning can be. applied to conditions in the yz plane or
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indeed in any cross-section through the z axis. Thus we may conclude that for
counterformal contact, the true contact region lies entirely inside the interpene-

tration curve associated with the true rigid body approach.

This result may appear to contradict the results found by Singh and Paul {2),
who showed examples of contact boundaries which crossed "interpenetration curves"
for Hertzian ellipses. However, it should be noted that Singh and Paul defined
their “interpenetration® differently from us. They replaced & 1in Eg. (10) by
an arbitrarily chosen length d. Then they treated & as an unknown which had
to be solved for along with the unknown pressures p;. By permitting & to "float"
in this fashjon, and accepting whatever value of § was associated with the final
boundary (when convergence did occur) they injected the possibility of indeter-
minancy into the formulation of the problem-which contributed to the ill-posed
character of their formulation. The present authors arrived at this conclusion
independently, but should like to acknowledge a suggestion to the same effect by
J. R. Barber (9), in a comment on the paper by Singh, Paul and Woodward (10).

Thus the starting curves used by Singh and Paul were quite different from
those being used in this work. The improved accuracy and efficiency, stemming
from the current method of defining interpenetration curves, represents a sig-
nificant improvement.

Quantitative resuits on the size and shape of the contact boundary, relative
to the interpenetration curve as now defined, are given in (8), for the case of
Hertzian contact; these results confirm (for Hertzian problems) the conclusions
reached in this section.

It should also be noted that the conclusions drawn in this section are
valid under conditions of counterformal contact. For conformal contact we can-

not conclude that the interpenetration curve encloses the true contact curve in " value
every case. ) . the x
_ colunm

5. MESH GENERATION AND BOUNDARY DETERMINATION Assur

at

It is essential that we devise efficient methods for modifying the candi- unt¥1

date contact boundary curves and for automatically overlaying them with appro- Fig.
priately defined networks of cell boundaries. The procedure described below, y =y
which utilizes rectangular cells, with sides parallel to the x and y axes, has ordin

been found to be versatile and efficient. We will, for simplicity, assume that
the contact region is symmetric about the x axis (as it would be for a wheel
axis parallel to the x axis, and a rail axis parallel to the y axis).

The first candidate contact boundary is the interpenetration curve corres-
ponding to the assumed state of rigid body motion. For example, Fig. 2 shows
such a curve together with coordinate axes (x,y). The x-diameter will be divided
uniformly into m, segments of width hy; in Fig. 1, my = 9. Nonuniform cell di-
visions can be used if desired.l

Field points are defined to be those points in the center of each cell. Let
xj (i =1,2,...m) be the abscissa of the midpoint of cell i. The boundary
curve, at abscissa xj, will have an upper ordinate yiU and a Jower ordinate yiL.
The vertical chord through x;, of length (yiU-yi ), should be divided into m
segments of height h . In general, the m, segments need not be uniformly
distributed, aEd mayydepend upon xj. When ¥he contact region is symmetric about
the x axis, y;- = - U, and we will choose m, to be an odd number; then the
middle cell o% the co?umn will be centered exgctly on the x axis, as shown in
Fig. 2, where m, = 8. Only that region above the axis of symmetric is shown in
the Figure. _

When symmetry exists about the y axis a similar procedure may be followed
for the subdivisions along the abscissa.

Each cell is given an identification number i, and the pressure within
cell domain Q; is assumed to have the constant value pj. The unknowns pj are
found by solving linear equations (14). If any of the calculated pressures pj
are negative, the implication is that the corresponding field point (Xi’yi) ac-
tually lies outside the true contact region.

(as i

calcu

where
4

]In numerical work, it has been found useful to use at least two different: . —_—
values of hy on each side of the origin so that a finer mesh can be generated
near the edges of Q. be re
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Fig.2 (a)e®Initial candidate contact curve.
{b) 4 Subsequent ctandidate contact curve.
C [nterpolated points on latest contact curve.

To redefine the contact boundary we start at the leftmost end and scan the .
values of p along the column of cells for which x = x; = constant, starting at
the x axis and working outwards towards the boundary. If no cells in this

column have positive pressure we go on to scan the next column on the right.
Assuming that the contact region includes the cell on the abscissa¢, the pressure
at y = 0 will be positive. Incrementing y by h,, we scan parallel to the y axis
until we find a pressure pN, which is negative it the ordinate y = yN.  Then (see
Fig. 3) we interpalate linearly between pN and the last positive pressure pP (at
y = yP) to find y9, the point where p = 0. We now replace the old upper boundary
ordinate ij by y°.

If all pressures are positive in all the cells of the column for which x=x;
(as in Fig. 4), the new boundary ordinate is found by fitting a parabola to the
calculated pressure profile, near the old boundary, and finding the ordinate y9
where the extrapolated pressure vanishes. Methods of fitting the parabola

—QL0 BOUNDARY

’%ﬁL_ _
NEW BOUNDARY.

L
» Err &P

p(pressure)}

Fig.3 Pressure distribution, at x =x; = constant,
when pressure changes from positive ta negative.

wf

P

Fig.4 Pressure distribution, at x = x5 = constant,
when pressures are 311 positivel

2For nonsymmetric or nonconvex contact regions this assumption will have to
be relaxed and the procedure modified slightly.
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through the three points L,M,N (or, in special cases, througn the two pojnts»M
and N) in such a way that p is a one-valued function of y arz described in Ref.

(8).

If the pressure is positive in the neighboring column ;f cells, wherg X =
Xj + hy, the process is repeated to find the new ordinate y%;j corresponding to
zgro pressure on the upper boundary. The process is continiad for ?1] X? until
one reaches a cell on the abscissa with negative pressures--or until all my
columns on the abscissa have been considered.

At this point, the upper boundary of the new contact region has been de-
fined by an array of values yi!U associated with the old field points XE: These
points on the new boundary are denoted by the small open triangles in Fig. 2.

For counterformal contact problems, the new candidate contact boundary will
be inside the old one, and we must rearrange the mesh layout to preserve accur-
acy. Towards that end, we find the new major diameter (AB in Fig. 2) by inter-
polation (or extrapolation) exactly as in Figs. 3 and 4, except that y is re-
placed by x in the process.

The new major diameter is now subdivided into m, cells in the same manner
as the old diameter was. This defines a whole new array of field points with
abscissas Xy, Xp,...,xp . To find the corresponding values yjU,y U, we interpolate

between the points on the upper boundary just found. Thus to find yg corresponding

to abscissa value x¢, in Fig. 2(b), we inteérpolate linearly between the known
points D and E shown in Fig. 2(a); i.e.

u Nl
u_ Y (pxptxplxexp) (17)
XE‘XD

Ye

The interpolated point C is marked by a small open circle in Fig. 2(b). Si-
milar circles mark all other updated values of yi¥ in Fig. 2(b).

At this point, we have completely defined a"new candidate contact boundary
with known ordinate values along the midline of each column of cell}s. These up-
dated midline ordinates yjU may now be subdivided into m, segments. thereby de-
fining the new meshwork o% cells corrésponding to the nez contact region Q .

We may now recaiculate the pressures for the new region o by use of EGs. (14).

The newly calculated pressures may be used to refine the candidate boundary
by repeating the procedure used for the old boundary, and the process may be re-
pe?ted as often as necessary, or until the boundary stabilizes within specified
tolerances.

6. ORGANIZATION OF COMPUTER PROGRAMS
Main Program--COUNTACT3

A computer program called COUNTACT--which stands for "COUNterformal conTACT"
--has been based on the analysis just described. It has two principal versions,
COUNTACT-1 and COUNTACT-2, which deal respectively with contact ar=as having one
_ or two axes of symmetry. In rail-wheel problems there will always be at least

one axis of symmetry (across the rail axis) for wheelsets at zero saw angle.
For certain positions of the wheel along the rail (where wheel cur/ature, and rail
curvature are each uniform throughout the contact region) two axes of symmetry
wi]l»gxist. A version of the program for problems which are axisynfletric about
an axis normal to the contacting surfaces has been called COUNTAXI.

The purpose of the main program is to manage input and output., to call ap-
propriate subprograms as needed, and to interlink the various compwnents needed
for the overall program logic. Figure 5 shows the relationship of the main pro-
gram to the subprograms. In Fig. 5, the arrows point from the calling program to
the called program. The following subprograms are used:

3 . .
The program is described in greater depth in the User's Manual (11).

4 . . .
i (8 Mathematical considerations peculiar to axisymmetric problers are described
in
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SUBFUNCTION
PARAR**

SUBFUNCT1 0K HATH PROGRA SUBROUTTNE
DAOR COUNTACT* LEQTIF
SUBROUTINE
SUBROUTINE .| susrouriNe
AATL INsep HIDWEL
SUBFUNCTION] -

WHEEL

Notes: * COUNTACT-1 for ane axis of symmetry
* COUNTACT-2 for two axes of symmetry
*» PARAB2 or PARAB3 for twa or three point parabolas

F19.5, Organization of Program COUNTACT, Arraws
point from calling pragram to called program.

~Subfunction PARAB: does the parabolic interpolation (or extrapolation) des-
cribed in Sec. 5. PARABZ and PARAB3 are versijons which use two-point or three-
point parabolas respectively.
Subfunction DAOR: calculates the integral fdA/r required for the coeffi-
cients bij (see Eg. (15)). i

Subroutine LEQTIF: solves the linear algebraic equations (14). This
routine comes from the library of IMSL (12).

Subroutine INSEP: furnishes the injtial separatien; i.e. the surface
function, Eq. (7).

Subroutine MIDWEL: provides the coordinates of an axial cross-section of a
railroad wheel (body 1); i.e. it computes the term 21(x,0) of Eq. (1) in an
appropriate set of coordinates (£,z) localized at the initial point of contact
(see Figs. and ).

Subfunction WHEEL: computes the profile function zq(x,y) for body 1 (wheel)
for any (x,y) in the contact region.

Subroutine RAIL: computes the profile function zz(x.y) for body 2 (the
railhead).

Note: For counterformal problems, the functions computed by subprograms
MIDWEL, WHEEL, and RAIL may be approximated as piecewise quadratic functions in
appropriately transformed coordinates. A detailed discussion of these functions
for counterformal and conformal cases is given in Ref. (13).

MAIN Program COUNTAXI: The Jogic for axisymmetric problems varies from that
of COUNTACT in the following ways: .

Subroutine PROFIL: replaces the routine INSEP.

Subroutines: MMDELK and MMDELE: (which are IMSL programs for complete ellip-
tic integrals of the first and secand kind) are used in place of DAOR to compute
the required integrals.

7. EXAMPLES

The first example is that of rail and wheel contact where the wheel is so
positioned that the principal curvatures of wheel and rail are each uniform
throughout the contact patch. In this case, the solution is essentially Hertzian,
and we can compare the accuracy and convergence of the numerical method against
known analytical sclutions.

In the second example we solve another case of rail and wheel contact, where
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the solution cannot be obtained analytically because the rail curvature has a
jump discontinuity in the region of contact.

The third example is that of parallel rollers with crowned edges, where the
solution cannot be obtained analytically.

The fourth example deals with an axisymmetric problem, and shows the great
resolving power (capability of predicting extremely steep stress gradients) of
the methods introduced in this work.

In all of these examples the bodies are made of steel with the following
elastic properties:

30 x 106 psi Modulus of Elasticity (207,000 MPa)
v =.3 Poisson's ratio

w

Example 1. Hertzian Case of Rail and Wheel Contact Stresses: Let the
initial point of contact of rail and wheel be point O shown in Fig. 6, and the
applied load be such that the contact patch is small and within a region of uni-
form curvature.

The numerical solution to the problem is obtained by using the computer pro-
gram "COUNTACT-2" Ycounterformal contact stresses between bodies with two axes of

symmetry). v
The program requires as input the rigid body approach § , and the candidate
contact region plus the desired initial mesh arrangement. -
For § = .0004 in. (10.16 um), the complete computer output is given in

(8), for: pressure distribution, load (force F), and boundary of caontact region.
Both the contact patch and the pressure distribution have the well-known ellip-~
soidal distribution associated with Hertzian contact problems.

i WHEEL AXIS

Fig. 6 Example 1
Rail and wheel in Hertzian contact.

Figure 7 shows the process of mesh generation starting with the interpene-
tration contact area; note the rapid convergence of the solution.

: To check the accuracy of the numerical procedure, we computed the Hertzian
solution.

Table 2 shows a comparison of the thedoretical results (Hertz) and those ob-
tained with the computer program (COUNTACT-2) where F is applied force (1b), Po
is peak contact pressure (psi), a and b (in.) are semidiameters of the contact
patch.
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Fig.7. Showing mesh develapment and convergence,
of cantact boundary.

Table 2
Quantity Hertz COUNTACT-2 % Error
F 1006.6 5 1006.6 5 0
Po .3924 x 10 L3941 x 10 0.43
a .15935 1562 2
b .07678 .0767 0.1

The total CPU time for solving this problem on an IBM 370/168 computer was
5.7 sec., at a cost of $2.83, including compilation.

Example 2. Non Hertzian Rail-Wheel Contact: Let the initial point of con-
tact of rail and wheel be point 0, shown in Fig. 8. In this case, the minimum
radius of curvature of the rail changes from 10 in. (.254 m) to 1.25 in.(0.0318 m)
at point 0. .

The numerical solution to the problem is obtained by using‘the computer pro-
gram COUNTACT-1, with detailed results reported in (8) for & = .005 in. {127 um).
A plat of pressure distribution along the x-axis is given in Fig. 9. The contact
patch is shown in Fig. 10. These are the first published results for non-Hertzian
rail-wheel contact stresses that the authors are aware of.
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WHEEL AX[S
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F*
5

R*18
~
R=J2.34)

Fig.8 Emample 2
Contact {s -non Hertzian. Note jurg in rail
curvature at point 0.

P B mn

X
o1 (INGD

Fig. 9 Pressyre Distribution, Farce = 3 072 b (151 560 N),
Moment = -5 365 in.l6 (806.2 N.m), Approach = 0.005 in. (127 pm)

Example 3. Crowned-Roller Contact Problem: This is a case where a long
cylinder contacts a cylinder with pardliel axis and crowned edges. The purpose
of this example is to show that the method can handle problems with extremely
large radii of curvature that may be desired to keep stress concentration low.
With the dimensions (in inches) shown in Fig. 11, and an approach of & =0.00065
in. {(16.5 um), a plot of pressure distribution along the x-axis is as shown in
Fig. 12.

Figure 13 shows the calculated contact patch, with the final mesh layout.

In the absence of the crown radius the sharp edges of the Jower cylinder
would produce infinite contact pressure, Note that a crown radius of 85 in.
{(2.159 m) results in a negligible stress concentration. Only by use of this (or
a comparable) numerical analysis is it passible (at present) to determine the
effectiveness of a specified crown radius.
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p(10% pst)

Fig. 10_ Contace patch, F =

34 072 1b. (151 s60 N),
= 0.005*

correspondiny to{127 wm)

~
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Fig. 11 Example 3
Crowned cylinder on paralle) cylinder
.3 ] A
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Fig.12 Pressure distridution along
the longitudinal axis.
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3. DISCRETIZATION OF THE INTEGRAL EQUATION

For a given rigid body approach 4, Eq. (8) must be solved for the pres-
sure field p(x,y) and for the contact region 2. We will begin by assuming a
candidate contact region , which is bounded by the curve of intersection which
would arise if surface 1 were displaced relative to surface 2, along the z, axis
by distance 8. The projection of this curve on the x,y plane is called tge
interpenetration curve, and is given by

f(x,y) = 8 (10)

With Q specified, Eq. (8) is an integral equation of the first kind, which we
will solve by-a modification of the Simply Discretized Method (SDM) of Singh and
Paul (2).

We first discretize the domain @ of the integral equation into n sub-
domains §1, 92""’Qn’ where each subdomain Qj is called cell *j". Now Egq. (8)

reduces to

éagzu / I / e, ., - ofley) Can
1 2 n
where
dA= dxl dy'; r= [(xl_x)2+ (y._y)2]1/2 (]2)

If cell j is small enough so that the pressure p(x,y) over that cell can be
considered a constant Py then Eq. (11) reduces to:
jeda 4

dA _ 8-f(x, '
[5 - foey T ERR a3)
3= Qs
J
Therefore, there is an unknown pj associated with each subregion Qj.

To find the.n unknown values of pj we select n fielq points (xj,yj) within
each cell and write Eq. (13), for each”of these points, in the form:

n .
jE] bij Py = di’ {i = 1,n) (14)
where,
_ dA dx'dy’
b,, = == . (15)
1] Q r Q _[(xi' 02+bq_y?2]1/? .

G'f(xi’yi)
e T T (16)

Although the required quadrature can be done in closed form, certain approx-
imations prove to bé convenient. Full details on the evaluation of the coeffi-
cients bij are -given in Ref. (8).

If matrix [b.j] is nonsingular, Eq. (14) may be solved for the candidate
pressures pj. 13 If these values of p, do not satisfy conditions (6) and (4),
we must modify the assumed contact regioﬁ 2 , as described in the following
sections.
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Example 4. Non-Hertzian Axisymmetric Problem (Crowned Circular Stamp).
For the crowned circular stamp shown in Fig. 14, the pressure distribution is
plotted in Fig. 14, for 6 = .00l in. (25.4 um).

Note the extremely steep pressure gradient near the crowned edge. This
example shows that the present numerical method is capable of dealing with such
intense stress conceq}rations.‘
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Fig. 14 Flat axisymmetric punch with rounded edges.
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8. CONCLUSIONS

The simply discretized method of Singh and Paul has been modified in such a
way as to improve its stability accuracy and efficiency. In addition a technique
has been developed to automatically refine successive iterations for the bound-
ary of the contact region and to overlay each successive trial contact region
with a suitable meshwork for discretizing the governing integral equations.

It is shown that the newly defined interpenetration curve, always surrounds
the true contact region for counterformal contact problems, and serves as a
suitable initial trial boundary curve.

Computer programs based on these ideas are described and numerical results
are presented,

The first numerical example demonstrates the accuracy of the method for a
Hertzian contact problem, where the exact theoretical so]ut1on is available for
comparison.

The second example is the first known solution for non Hertzian contact of
a rail-wheel contact stress problem.

The third example illustrates how the analysis can be used as a design tool
to keep stress concentrations low.

The fourth example shows that the numerical method has great resolving power,
i.e. can predict extremely steep pressure gradients.

The method used shows great promise for the solution of nonconformal contact
problems and for many other important problems with changing boundaries; e.g.
determination of elastic-plastic boundaries in problems of residual stress, etc.
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REFEREINCE .26 -7

Influence of Nonlinear Wheel/Rail

Contact Geometry on Stability of

Rail Vehicles

Nonlinear behavior caused by wheel flanges, worn wheel treads, and dry friction can have
an important effect on rail-vehicle stability. In this paper the influence of such nonlinear-
ities on the stability of rail freight vehicles is investigated using quast-linearization tech-
niques. Nonlinear equations of motion are presented that describe the lateral behavior
of a 9:degree-of-freedom representation of a complete freight car with three-piece trucks.
The nonlinear wheel/rail geometric constraint functions for the rolling radii, angle of
wheel/rail contact, and wheelset roll angle are found by a numerical technique. The sus-
pension description includes dry friction where appropriate. The hunting stability of the
freight car is studied by employing describing-function techniques. Results are presented
for a typical freight car with three different wheel profiles. The stability results illustrate

" the dependence of behavior on the amplitudes of vehicle motions. Application of the re-

sults in realistic situations and suggestions for future quasi-linear studies are discussed.

Introduction

Research into the problem of rail-vehicle hunting has been con-
ducted around the world during the past few decades to develop a
qualitative understanding of the hunting phenomenon. Most analytic
studies of rail-vehicle hunting have employed linearized equations
of vehicle motion or quite simplified vehicle models. Both the lin-
earizing assumptions and the modeling simplifications used in these

_ studies limit the fidelity of the analytic results. For some vehicles, such
as the North American freight car with its three-piece trucks, the
linear theory appears to have limited utility because of the numerous
nonlinear characteristics governing the behavior of such vehicles. The
study reported in this paper has attempted to alleviate some of the

shortcomings of previous analytic approaches by employing quasi--

linearization techniques to deal with the nonlinear characteristics of
the North American freight car.

Linear analyses of rail-vehicle dynamics have provided approxi-
mations for the critical speeds of hunting and estimates of the fre-
quency and mode shape of the vehicle response at speeds below the

Contributed by the Rail Transportation Division and presented at the Winter

Annual Meeting, New York, December 5-10, 1976, of THE AMERICAN SO-
CIETY OF MECHANICAL ENGINEERS. Manuscript received at ASME
Headquarters July 28, 1976. Paper No. 76-WA/RT-2. .
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critical speed. This work has provided an invaluable understanding
of the nature of the influences of the various vehicle parameters on -
the hunting stability of rail vehicles. Much of the literature in this field
is discussed by Law and Cooperrider {1].! An application of linear
theory to the dynamics of the North American freight car was con-
ducted by Blader [2] and Blader and Kurtz [3].

Relatively few investigators have considered the nonlinear effects
‘that act to sustain the hunting oscillations and that may in cértain
cases influence the critical speed that marks the onset of hunting.
Nonlinear characteristics that are frequently present in rail vehicles
include dry friction, suspension clearances, nonlinear creep forces,
and effects of curved wheel and rail profiles. With few exceptions,
most nonlinear studies have utilized analog or digital computers to
integrate the equations of motion.

Although very complete simulations of complex systems are pos-
sible with this approach, the practicality of such simulations is se-
verely limited by the expense of computer time and the need tosim-
ulate the response to a wide variety of initial conditions to thoroughly
understand the system behavior. Discussion of these studies may be
found in'the references [1].

Quasi-linearization techniques such as the method of Krylov and
Bogoliubov<{K and B) and the describing-function method have been
employed to study the effect of isolated norilinearities on simple ve-

1 Numbers in brackets designate References at end of paper.
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hicle models. DePater {4] and his students van Bommel [5] and
Stassen [6] used the K and B techhique and statistical linearization
to investigate the limit-cycle behavior of a rigid dual-axle truck model
with several nonlinearities. Law 7] and Law and Brand [8] used the
K and B method to study the limit-cycle behavior of a single wheelset
with curved wheel profiles and flange contact. Garg [9] employed the
‘describing-function techniques to examine the effects of nonlinear
wheel profiles-on wheelset stability. The nonlinear representations
of the wheel/rail geometry employed in all these studies were sim-
plifications of the actual wheel/rail geometry.
It has long been known that nonlinear wheel/rail geometry strongly
“influences rail-vehicle dynamics. The character of the wheel/rail ge-
ometry determines variables such as the rolling radii of the wheels,
the contact angles between wheel and rail, and the roll angle of the
wheelset. These variables, in turn, enter the equations of motion
through the contact-forces exerted between the wheels and rails.
Nearly all previous studies have approximated the actual geometry
to obtain simplified expressions for these terms. Recently several
studies have been undertaken to rectify this state of affairs. The ex-
tensive analyses completed in Europe have been reported by the Of-
fice for Research and Experiments [10]. That report describes work
by the British, French, and German railways to develop devices for
recording wheel and rail profiles and subsequently to analyze the data
to determine the wheel/rail geometric-constraint relationships that
are needed for dynamic analysis. A project to develop this capability
in the United States has been reported [11, 12]. As a resuit of this work

the actual nonlinear functions describing the variations of the rolling’

radii, contact angles, and wheelset roll with wheelset lateral position
can be.computed for arbitrary wheel and rail profiles.

This paper reports results of a project to employ describing-func-
tion techniques to study the.limit-cycle behavior of a North American
freight car with nonlinear wheel/rail geometry and suspension char-
acteristics. The wheel/rail geometry was determined by an fapproach

————N OTHEDClature.

previously described [11, 12}. The results of the preliminary efforts
on this ptoject have also been described {13]. A companion paper {14}
describes the portion of this study devoted to applying a similar
technique to analyze the limit-cycle behavior of a single wheelset.

Vehicle Model

The North American freight truck studied in the project reported
here has the following major components: two wheelsets, two side-
frames, and one bolster. The arrangement of these components is
shown schematically in Fig. 1. The sideframes rest directly on bearing
adapters that sit on the bearings. The bolster is connected to the
sideframes by a suspension system that allows relative vertiQal
movement, relative lateral movement within limits, and relative an-
gular motion about all axes. Very little relative longitudinal motion
is possible between bolster and sideframe,

The freight-car body rests directly on the truck-bolster centerplate.
Rotation about a vertical axis of the truck bolster relative to the car
body is resisted by friction at the centerplate.

In this study we have assumed that the sideframe is connected to
the wheelsets by the equivalent of a ball joint that allows relative
angular rotation but precludes any relative translational motion. In

‘addition, we have assumed that there is no relative longitudinal mo-

tion between the bolster and sideframe. The lateral truck motion,
then, can be described by the following three degrees of freedom: truck
lateral displacement (X7, front truck, Xrg, rear truck), truck yaw -
displacement (87F, front truck, 87g, rear truck), and truck warp dis-
placement (8w, front truck, 8wg, rear truck). These variables are

Jillustrated in Fig. 1.

The freight-car hody was represented by a rigid body. The three
degrees of freedom of this rigid body that couple to the lateral vehicle
motion are the car-body lateral displacement (X¢), the car-body yaw

displacement (fc), and the car-body roll displacement (¢¢).

In this model we have neglected roll motions of the sideframes. We

a = one-half rail- gauge

A = amplitude of sinusoidal input -

Ap = amplitude of (i7% — % — hade —
Lcéc)

Aq = amplitude of (¥7g — %, — hode +
Lcoc) . ’

Aj = amplitude of (d¢.)

A4 = amplitude of (dwr)

Aj = amplitude of (9WR)

Ag = amplitude of (dwr + Orr =~ §.)

A7 = amplitude of (wg + 81r — 8.)

d = semispacing of sideframes

F = total force

Fy = friction force

f = vector of nonlinear functions

f1u1 = lateral creep coefficient

f12 = lateral/spin creep coefficient

f22 = spin creep coefficient

fas = longitudinal creep coefficient’

Fxsr, Fxsr = lateral-suspension force, per
sideframe

Fysr, Fysp = vertical-suspension force, per
sideframe .

Fox = lateral friction force, persideframe

Foy = vertical friction force, per sideframe

hy = vertical distance, truck c.g. to body
c.g

ha = vertical distance, car-bolster to car-body
c.g.

Journal of Engineering for Industry

Igy = bolster yaw moment of inertia

Igz = bolster roll moment of inertia

Icy = car-body yaw moment of inertia

Icz = car-body roll moment of inertia

Ipy = sideframe yaw moment of inertia

I'wy = wheelset yaw moment of inertia

Kx = lateral-suspension stiffness per side-
frame

Ky = vertical-suspension stiffness per side-
frame

Kyw = warp stiffness per truck

L¢ = semi-truck center spacing-

L7 = semi-truck wheelbase

" mg = bolster mass

m¢ = car-body mass

mp = sideframe mass

mw = wheelset mass

N = describing-function matrix

Nxgr, Nx1 = normal force at wheel/rail con-
tact

rLy, rie, ris, ris = left-wheel rolling radii

rR1, FR2, FR3, TR4 = right-wheel rolling radii

ro = centered-wheel rolling radius

Tar, Ter = torque. at centerplate, per
truck

Tos = friction torque at centerplate, per-

truck
Tow = warp friction torque, per truck
Tewr, Tewr = warp torque, per truck
V = vehicle speed

Wp, WR =
weight)

X = vector of variables of some system

X7r, XTR = truck c.g. lateral displacement

Xric = lateral truck bolster-to-sideframe
displacement

Xc = car-body c.g. lateral displacement

Xw = wheelset lateral displacement

¥ = vector of nonlinear functions

¥q = quasi linearization of ¥

@ = vector that depends on the properties of
X

o1, Or2, 83, OL4 = left-wheel/rail contact
angles

8R1, SRz, Or3, 8R4 = right-wheel/rail contact
angles

€ = mean square error

8¢ = car-body yaw angle

O7F, 0Tr = truck yaw angle -

Owr, 8wr = truck warp angle

Exr, §x1 = lateral creepage

£zr, £z1, = longitudinal creepage

£or, Eo = spin creepage

¢c. = car-body roll angle

¢w = wheelset roll angle

¥ = dummy variable

@ = frequency

(7)) = vector

(_) = matrix

axle load (including axle
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Fig. 1 Vehicle model

have also assumed that the bolster remains parallel to the wheelsets
and translates laterally and vertically with the car body. The range
of validity of this three-degree-of-freedom truck and rigid car-body
model'is discussed in a companion paper {15].

The effects of track irregularities were not introduced into the
model. We also neglected the flexibility of the rail and track system

and assumed that the car body c.g. traveled along the track at a con- -

stant velocity V.

For this rail vehicle traveling on tangent track under the conditions
described above, the only forces exerted on the vehicle components
are the contact forces between the wheel and rail and the suspension
forces acting between the vehicle components. In many cases these
forces are caused by nonlinear mechanisms.

Wheel/Rail Geometry. The nature of the forces exerted between
the wheel and rail, both in the plane of contact and normal to it, is
determined by the geometry of the wheel and rail. Railway wheelsets,
as they roll along the track, are constrained to move laterally and

vertically in a prescribed space determined by the geometry of the-

wheels, rails, and track structure. The wheelset position may be de-
scribed by two independent variables: the lateral position of its geo-
metric center relative to the track centerline, Xw, and the angular
rotation of the wheelset about a vertical axis, dw. The remaining
motions of the wheelset such as roll or vertical movement are deter-
mined by geometric constraints.

Instudying the lateral dynamics of a rail vehicle, the following in-
formation must be known as a function of the independent variable
Xw:? .

rg, = rolling radius of left wheel

174 /| cenoiiapv 1677
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Fig. 2 Wheel/rall contact geometry

rg = rolling radius of right wheel

5. = angle between the contact plane on the left wheel and the axle
centerline

5p = angle between the contact plane on the right wheel and the axle -
centerline .

¢w = wheelset roll angle.

These constrained variables and corresponding coordinate systems
are illustrated in Fig. 2.

Solutions for the wheel/rail geometric constraint functions were
obtained numerically with a technique previously described [12].
Three configurations of wheel and rail profiles that cover a wide range
of possible combinations were used in this study. The first of these
was a new-wheel profile-on a worn-rail profile at a nominal rail gauge
of 56.5 in. (1.435 m). The geometric constraint functions for this sit-
uation are shown in Fig. 3. Because half the difference in contact
angles 16(8; — 8g) and the normalized difference in rolling radii [(r,
— rr)/2a) appear as isolated terms in the equations of motion, these
functions are also shown in this figure. Note that the rail head and
wheel profile aré plotted below the graphs for the contact-point’
functions. As expected, all the constraint relationships for the new-
wheel are nearly linear until the wheelset is displaced laterally far
enough for the flange to contact the rail.

The second combination studied here was a standardized worn-
wheel profile developed by the Canadian National Railroad on a new
rail. This wheel profile, labeled Profile A by the CN, closely matches .
the shape of a new rail head. Consequently, it should not change its
shape as it wears. The profiles, contact positions, and geometric
constraint functions for this wheel/rail combination are shown in Fig.
4. The constraint functions for this situation are nearly linear until
flange contact is reached, but the slopes of the functions are about
three times larger than the correspondmg slopes of functions for new
wheels, -

The third wheel/rail combmatxon used here was a modified Heu-
mann wheel profile on the same worn-rail profile used for the new-
wheel study. The original Heumann profile was designed with the
expressed intention of obtaining single-point contact between wheel
and rail at all wheelset lateral positions. The profile used here is a
modification of the original profile developed by Eck and Berg [16}. -
We see in Fig. 5 that the contact of this modified Heumann profile
on a worn rail closely approximates single-point contact. The geo-
metric constraint functions are nearly continuous functions that are
approximately linear for small wheelset lateral displacements. The
slope about the origin is quite steep, much steeper than those of either
of the previous wheel/rail combinations.

Creep Forces and Moments. The creep forces and moments are
exerted between wheel and rail in the plane of contact because of a
difference in the strain rates, or creepages, of the two bodies in the
contact region. In general, two elastic bodies in rolling contact may
have both a relative translational creepage and a relative spin
creepage. For the wheel/rail contact problem, the translational
creepage is the relative sliding velocity of the wheel over the rail di-

2The dependence of these functions on wheelset yaw is a second-order effect
that has been ignored here.
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vided by the forward velocity of the wheel. The spin creepage is the
component of the wheelset angular velocity normal to the wheel/rail
contact plane divided by the wheel forward velocity. The lateral,
longitudinal, and spin creepages for the leading wheelset of the front
truck are given by the following expressions:

1 .
Exp=ExiL= v (£07r + Lrire) — (Owr + 07F) (1)
= a . A rR(xwl) .
&zr =1+ = (0r¢+ Owp) — —— (2
V ro
a ; w
éz=1—-—=(rr+ fhw-‘)—'r-l&—l) ¢ ]
|4 o
or  Ore+ 8
Eop = % + TE—WF )
ro \4
5, brr+d
tay, = = oL dre ¥ Owr 5
ro v ) -

where

£xn, £x1. = lateral creepages

£zr, £z1 = longitudinal creepages.

£sr, £or, = spin creepages

@ = one-half the rail gauge. =

Ly = one-half the truck wheelbase

ro = centered.rolling radius of the wheels
V = vehicle forward velocity i
xw1 = X1r+ LrbTP

Similar expressions can be written for the other wheelsets. Note that
the nonlinear geometric constraint functions for the wheel rolling
radii, 7 (x,»1) and rr{x,1), enter the equations of motion through the
longitudinal creepage terms. The contact-angle functions enter
through the spin creepage. For small creepages the relationship be-
tween the creep forces and moments and the creepages may be rep-
resented by linear relationships where the constants of proportionality

- are called the creep coefficients. These creep coefficients depend on
the wheel and rail geometry, the wheel and rail materials, and the
normal force between the two bodies. The theory of Kalker [17] was
used to compute these coefficients for this study.

Gravitational Stiffness Forces. The remaining contact forces
between the wheel and the rail are the normal forces exerted in a di-
rection perpendicular to the plane of contact. When a symmetric
wheelset is centered on a symmetric track, the normal forces on the
left and right wheels will be equal in magnitude and slightly inclined -
inward from the vertical. The sum of the vertical components of the
two normal forces will equal the axle load, and the lateral components.
will be opposite in sign, with a zero resultant lateral force on the
wheelset. The angle of the contact plane is determined by the wheel
and rail profiles.

In general, the contact angle of the contact plane with respect to
the axle centerline will vary as the wheelset moves laterally and will
differ from left to right wheels, as seen in Figs. 3-5. The magnitude
of the lateral component of the normal force is determined by the
magnitude of the vertical force and by the angle of the contact plane.
In the model used here we assumed that the vertical forces at all
wheels were equal to the proportionate share of the vehicle weight.
Then, for small contact angles, the lateral resultant of the normal
contact forces on the leading wheelset of the front truck is given by
the following expression:

. 5 =6 .
Nxr+ NxL= _WF( L R+¢w) 6
where )

Nxg, Nx;, = lateral components of the normal force at left and right

wheels
Wp = axle load on the front wheelset
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Fig. 6 Suspension characteristics

The nonlinear geometric constraint functions for the wheel/rail
contact angles and the wheelset roll enter the equatiens of motion.
through these gravitational stiffness terms. .

Suspension Forces. The most important nonlinearity found in
freight-car suspensions is coulomb, or dry, friction. Nonlinear springs
due to stops and deadband regions or slope are also present, but in
our judgment they are less important in determining stability.

All of the suspension connections in the freight cas include dry
friction. Within the truck itself, warp motion-of the truck is resisted
at the six connections between the sideframes and the wheelsets and
bolster by friction and stiffness that can be modeled by a linear spring.
with stiffness Kyw in parallel with a coulomb friction of magnitude
Tow. This composite torque is represented by the functxon Tsw. This
characteristic is illustrated in Fig. 6(a).

The suspension between the bolster and the sideframes was mod-
eled in both the vertical and lateral directions by a linear spring in
parallel with dry friction. The spring rates and friction-force levels
in the two directions may be different, as seen in Figs. 6(b) and
6(c).

Rotation of the truck bolster relative to the car body is resisted by
friction at the centerplate. This resistance is represented by dry
friction with a breakout torque of Tog.

Equations of Motion. Equations of motion for the frexght vehicle
subject to the forces described above are given in Table 1. Details of
the derivation of these equations may be found in references [15, 18,
19].

‘Typical values for the parameters appearing in these equations are
given in Table 2. These parameters are for an 80-ton hopper.car on
70-ton Ride Control trucks. Most of these values were obtained by
tests conducted as part of the Association of American Railroads
track—train dynamics program, as reported in references [20, 21].

Quasi-Linearization

Quasi-linearization is the approximation of a. nonhnear operation
by a linear one that depends on some properties of the input to the
nonlinearity. It is similar to linearization in that it results in a linear
description of the system, but it is not true linearization, because the
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Tabie 1 Freight-car equations of motion
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characteristics of the linear approximation change with certain  responses to a given input %, i.e., [23]
properties of the signals circulating through the system. The major — —
advantage of using quasi-linear analysis is that, while the resulting min |¢|2 = min f - N¥)T(f - N7) - - (N
N N

quasi-linearized system is effectively linear, the system response

depends on signal amplitude, a basic characteristic of nonlinear be-

havior.

The describing-function approach [22 23] to quasi-linearization
is particularly convenient for investigating the occurrence and sta-
bility of sustained nonlinear oscillations, or limit cycles. Quasi-lin-
earization of a nonlinear system involves replacing the nonlinear
functions y = f(Z) with linear functions of the form o= N(a)Z, where
a is a vector that depends on the properties of ¥. The describing-
function approach selects the terms of the matrix N(a) to minimize
the mean square error ¢ between the nonlinear and the quasi-linear
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- Towr - Ter.

givenf and %,

To carry out the minimization suggested in equation (7), the input
signal (t) must be specified. In general 23], ¥(¢) can be composed
of sinusoidal, constant-bias, and gaussian random-input signals.
Because this discussion concerns only the prediction of self-excited
limit cycles, only sinusoidal inputs are considered.

For the case of a sinusoidal input, the parameter vector a consists
of the amplitude A and frequency w. For an cdd memoryless static
nonlinearity y = f(x) and a sinusoidal input signal x = 4 sin wt, the
minimizing linearization, or describing function, is given [23] by

Transactions of the ASME

0 e s L
(8 * o) Fysp




~ Table 2 Vehicle characteristics for empty 80-ton hopper car

Mass Properties

Iy {Bolster yaw moment of inertia) s 178.6 slug-f‘t2

1; (Bolster roll moment of inertia) =  178.6 slug-ft?

Tey (Car body yaw moment of inertia) = 234,000, _slug-ftz

ICZ (Car body roll moment of inertia) - = 13,000. slug-ft2

Ty (Sideframe yaw moment of inertia) = 77.6 slug-_ftz

IHV (Wheelset yaw moment of inertia) = 448.5 slug-ft2

mg (Bolster mass) = 36.1 slugs

me (Car body mass) = noi. slugs

me (Side frame mass) 24.0 slugs

m, (Wheelset mass) = 76.6 slugs
Suspension Properties

Ky (Lateral suspension stiffness) = 24,000, 1b/ft

Ky’ (Vertical suspension stiffness) = 265,800. 1b/ft

Kyy (Warp stiffness) - 3.81x10% ft-Tb/radian

Fox (Lateral suspension friction force) = 5200. 1b

Fov (Vertical suspension friction force) = 3120. 1b

Teg (Bolster friction torque) = 606, ft-1b

Tou (Warp friction torque) = 421, ft-1b
Creep Coefficients (Full Kalker values)

f" {Lateral creep coefficient) = 1.151!05 10

f12 {Lateral/spin creep coefficient) a 6750, ft-1b

fzz (Spin c.reep coefficient) = 2.1 ftz-lb

fi3 {Longitudinal creep coefficient) = 1.262x10° 18

. 4 /2 . . R
N(A)= Y j; (A sin ) sin ¢ dy (8)

where y = f(x) = N(A)x. Tables of sinusoidal-input describing
functions. for various nonlinear functions are available in several
references {22, 23].

Limit-Cycle Investigation. If the dynamic equations for the
nonlinear system are placed in state-variable form

x =X (9)

where the vector f(%) includes the nonlinear elements of the system
model, then a describing function matrix N(@) can be computed

- employing the definition of equation (7). For the case of sinusoidal
inputs, the parameter vector @ consists of the amplitudes of the state
vector A and the frequency w of the system oscillation. The matrix
N will also contain the original linear descriptions of system compo-
nents as well as the appropriate describing functions for the nonlinear
components. Our quasi-linearized model becomes.

X =N@wz (10)

The system described by equation (10) can be investigated to de-
termine the existence, amplitude, and frequency of possible limit
cycles. The limit cycles, sustained self-excited nonlinear oscillations,
are assumed approximately sinusoidal in this approach.

The existence of a limit cycle in equation (10) requires that N(A,w)

have a pair of purely imaginary eigenvalues, since limit cycles are
r{urely oscillatory. Additionally, the amplitude and frequency of the
limit cycle must satisfy the relationships of the eigenvector and fre-
Quency associated with the purely imaginary eigenvalue as well as the
COTdition that N(A,w) have such a pair of purely imaginary eigen-
values, : :

Many numerical approachies are available for finding limit cycles
that meet these.conditions. One approach is to use numerical opti-
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Table 2 (Cont’d)

Dimensions
a (One half the rail gauge) = 2.48 ft
d {One half sideframe spacing) = 3.25 ft‘.
h] (Trucl; €.g. to car body c.qg.
vertical distance) = 2.99 ft
h2 (qu body c.g. to bolster vertical
distance = 2,99 . ft .
: Le (One half truck center distance) = 16.9 ft
Ly (One half truck wheelbase) = 2.833 ft A
r  {Nominal wheel radius) = 1.375 ft

mization techniques to solve the nonlinear algebraic equations that
define the limit-cycle conditions. This approach for the rail-vehicle
problem is discussed in a companion paper [14]. An alternate ap-
proach, which is used here, solves for limit cycles by investigating in
an iterative fashion the eigenvalues of the linear problem that cor-

-responds to a motion at a given amplitude. Limit cycles are found by

employing information in one of the least-damped eigenvalues of the
describing-function matrix N(A,w) to lead iteratively to the values
of amplitude and frequency that correspond to purely imaginary ei-
genvalues.

In the iterative technique the amplitude of one state 4 is chosen,
and the remaining amplitudes and the system frequency are found
from the eigenvalue with the smallest real part?® and its associated
eigenvector. At each step, initial values for evaluating the describ-
ing-function matrix are found by employing the frequency and ei-

"genvector of the preceding step. The eigenvalue/eigenvector com-

putation is repeated to improve the correspondence between the
amplitudes and frequency used in computing the describing functions
and those that result from the eigenvalue/eigenvector computation.
New values for one of the system parameters, such as the vehicle
speed, are chosen to move in a direction that drives the real part of
the eigenvalue with the smallest real part toward zero.

Information about the stability of the limit cycles is a side product’
of this technique. The limit-cycle stability is found by varying the
amplitude of the limit cycle a small amount. If the limit cycle is stable, -
slightly smaller amplitudes should result in the corresponding ei-
genvalue having a positive real part, and larger amplitudes should
praduce a negative real part. The opposite situation should prevail
for an unstable limit cycle [23].

Analysis

The numerical approach described in the preceding section was
employed to obtain the results discussed below. The approach was
programmed in FORTRAN for computation on a digital computer.
Only the basic analytic procedure will be presented here. A more
complete discussion of the algorithm and analytic procedure is
available elsewhere [24]. :

Describing Functions. Describing functions for the nonlinear
terms in the equations of motion were obtained by the technique
discussed above. Analytic expressions were obtained for the suspen-
sion force describing functions, while the wheel/rail constraint-
function describing functions required numerical computation.

As discussed earlier, the suspension forces consist of the dry friction
and stiffness in the connections between the members, This composite
force was modeled by a linear spring in parallel with dry friction. The
forces (or torques) due to dry friction and linear springing can be

. handled separately when they occur in parallel. The total force (or

3In a few cases, the eigenvector shape of the least-damped eigenvalue is
distinctly different from the state vector assumed in computing the eigenvector
and is not reproducible when its shape is assumed for the eigenvector. In this
case, the eigenvalue with the next smallest real part is used.
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torque) is simply the sum of the forces (or torques) due to the two
mechanisms. The spring force is already linear and is defined by the
spring constant k; times the spring deflection. The force (or torque)
due to dry friction is a nonlinear function of the velocity difference
between the two contacting members.

When the state-variable approach is applied, the velocity is one of
the states. Thus the dry-friction force can be considered as an odd
memoryless static (i.e., not a function of derivatives of the state}
nonlinearity, and equation (8) can be used to calculate its describing
function. The friction force is given by a function of the form

F = Fysign (X) (1

Substitution of this function into equation (8) yields the describing
function:

4F,

N{) = ;7{ (12)

A = amplitude of X

In the four different situations in which dry friction occurs in the
equations of motion, the describing functions for the nonlinearities
have this form. The resulting quasi-linearizations for these four cases
are

Lateral Suspension:

Fxsr=Kx(Xrr — X¢ — haoc — Lcbc).
4Fox

(X177 —Xc —hadc ~ Lebe)  (13)
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-

Fxsg = Kx(Xtr = X¢ = ho¢c + Lclc)

F . . . .
+ 2 :x (X7r — Xc — hagc + Lcbc)  (14)

TA2

where A is the amplitude of (X5 — X¢ = hadc ~ Lcc) and, Aqis

‘the amplitude of (X175 — X¢ — hapc + Lebe).

Vertical Suspension:

4F .
Fysp = Fysr = Ky(d¢c) + 2 (dée) (15)
: TA3 _
where A3 is the amplitude of (dgc).
Warp Suspension: .
) 4T .
Towr = Kow(Owr) + O (bwr) (16)
‘R‘A4
: 4Tow .
Towa = KowOwr) + —2= (Bwr) (17)
. TAs

where A4 is the amplitude of (dwr) and As.is the amplitude of
(Bwr). . ~

Yaw Suspension:
4Tos . , ;
Tar = —2 (Bwr + brr — Bc) (18)
rdg :
4Tos ., . ,
8 (bwr + b7z — Bc) (19)

Tgr =
. ®A7

whe.re Ag is the amplitude of Bwr+0pr—8c)and Az is the amplitude

of (Bwr + b7r ~ b¢).

As explained earlier, the constraints on the motion of the wheelset
due to the geometry of wheel/rail contact describe the nature of the
contact forces between wheel and rail. The geometric constraint
functions are illustrated in Figs. 3-5. These constraints are odd
memoryless static nonlinearities, and thus equation (8) can be used
to calculate their describing-function quasi-linearizations. Because
the constraint functions were obtained numerically, the describing
functions were also computed numerically. The resulting describing
functions for the constraints are plotted in Figs. 7-9.

The constraint functions were defined as functions of nondimen-
sional wheelset lateral motions (wheelset lateral motions divided by
half the rail gauge). The quasi-linearizations, then, are given by the
describing functions times the nondimensional wheelset lateral mo-
tions.

As expected, the describing functions are approximately constant
for small wheelset lateral motions, but they increase rapidly once the
contact moves to the wheel flange. The maximum values are reached
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when the contact position is near the steepest portion of the flange.
As the contact position moves on beyond this point, the describing
functions decrease. ’

The major differences between the different wheel profiles in this
study show up at small wheelset lateral amplitudes. The new wheel
describing functions for all three constraint functions have small
values in this range, while the Heumann wheel values are several times

larger in the same range. The describing functions for the Canadian

National Profile A fall between these two extremes in the rolling-radii
and contact-angle cases, while the roll-angle describing function is
slightly smaller than the new-wheel values.

Stability Analysis. A flow chart of the computer algorithm used
to find the limit cycles is shown in Fig. 10. The algorithm implements
the iterative procedure described previously for describing-function
Quasi-linearization and eigenvalue/eigenvector analysis to find limit
cycles. .

In the procedure the first value of the maximum® wheelset lateral

displacement is specified, and estimates of the critical velocity, state.

vector, and frequency are made. In an inner loop, describing functions
are obtained using these estimates, and eigenvalues and eigenvectors
are calculated. Estimation of the frequency and the state vector is
repeated until the estimates are consistent with the least-damped
eigenvalue and eigenvector computed. An outer loop iteratively es-
timates velocity to find the critical velocity at which the limit cycle
occurs. This process is repeated for the next value of maximum
wheelset lateral displacement. .

~ New estimates for the frequency and state vector in the inner loop
are made by choosing, as improved guesses, the frequency and the
eigenvector relationship of one of the least-damped modes. Generally
the iteration procedure will then converge to a frequency and state

4 “Maximum” means the maximum value for any of the four wheelsets. Each
wheelset generally has a different amplitude.
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vector that are consistent with the least-damped mode frequency and
eigenvector. ' L

A linear extrapolation on the estimated velocity based on the
damping in the least-damped mode is used in the outer loop to move
toward the critical velocity, where there is a mode with zero damping.
This process provides the amplitudes, mode shapes, frequency, and

- critical speed of all possible limit cycles of the system, stable and

unstable.

- Results

Initial results for the freight car were calculated considering the
wheel/rail contact constraints as the only nonlinearities. Linear de-
scriptions formulated by assuming constant amplitudes and frequency
were used for the damping terms. In addition, results for the freight
vehicle with Canadian National wheel profiles were computed with
both the nonlinear wheel/rail functions and dry friction.

Stable and unstable limit-cycle wheelset lateral amplitudes as a
function of speed for the three vehicle configurations are shown in Fig.
11. The wheelset lateral amplitude.referred to in this figure is the
maximum lateral amplitude of any of the four wheelsets. All four
wheelsets do not generally have the same amplitude. Stable limit
cycles are indicated by solid lines, and unstable limit cycles by dashed
lines. In general, the space to the left of each curve may be described
as stable, in the sense that motions beginning at any amplitude in this
region will decrease in amplitude. In the opposite sense, motions be-
ginning with amplitudes in the region to the right of the stable and
unstable limit-cycle curves will grow in amplitude, reaching either
a stable limit cycle or becoming unbounded. Amplitudes slightly larger .
or smaller than an unstable limit cycle will grow or decay in amplitude
to move away from that limit cycle. Amplitudes slightly larger or .
smaller than a stable limit cycle will tend to decay or grow in ampli-
tude to move back to that stable limit eycle.

The results for the vehicle with the contact nonlinearities alone
indicate that the critical velocity is almost independent of amplitude
until flange contact is reached. For the new conical wheel the unstable
limit-cycle curve is vertical until the flange contacts.

For the Canadian National and modified Heumann profiles, which
are more representative of worn wheels, there is slightly more varia-
tion because the tread area is not strictly conical, but hollowed. This
results in a greater (but still small) variation in the contact constraints
with displacement. The small variation indicates that linear theory
is good until flange contact is reached.

The first occurrence of flange contact is characterized by a stable
limit cycle that extends to a high velocity. The velocity is quite large
for the hew-wheel case. The hunting phenomenon that has been ob-'
served for actual rail vehicles is described by such stable limit cycles. -
As shown in Fig. 11, the freight car running on new wheels will hunt -
at speeds above 145 fps (44.2 m/s). The freight vehicle with Canadian
National wheels, which are representative of slightly worn wheels, and
the same vehicle with modified Heumann wheels also will hunt, but
the initial speeds at which this-occurs are much lower.

The effect of flange contact appears to be very stabilizing, as would
be expected. This is why, once the flange comes into contact, the
critical speed extends far to the right, especially for the new-wheel
case. At high speeds, small amplitudes of wheelset lateral displace-
ment are unstable, and they grow until flange contact limits them. The
speed range for stable limit cycles with the Canadian National and
modified Heumann wheel profiles is smaller.

Stable limit cycles occur at two distinct regions of flange contact
for the Canadian National wheel profile. The indication is that two
distinct modes of hunting are possible here. In the lower mode only .
a wheelset of the rear truck contacts the flange. In the higher mode
a wheelset of each truck experiences flange contact.

The modified Heumann profile configuration experiences hunting
over a limited range of speeds at low amplitudes that do not include
flange contact. This is probably due to the fact that the conicity or
describing function for the difference in wheel radii decreases with
amplitude in this range, as seen in Fig. 7. This is caused by the extreme
nonlinearity of the contact geometry.
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The effects of nonlinear friction on the critical velocity are shown
in Fig. 11 for the Canadian National wheel profile. Note that at low
amplitudes the stability is drastically reduced. Although stable limit
cycles are predicted at low speeds, these have very low amplitudes.
Stable limit cycles are also found at large amplitudes. The stable limit
cycles, or hunting, in which flange contact is present occur at higher
speeds, closer to (but still below) the speed that has been found in
linear analyses. .

The low critical speeds found for nonlinear damping at low am-
plitudes are caused by the vehicle acting more as a rigid body, because
the forces due to dry friction are relatively large. At larger amplitudes
the initial breakaway force of the dry friction is easily overcome, and
the vehicle acts more as a system of separate elements between which
a large amount of relative motion is possible. =

The effects of dither (random vibrations or motions between system
elements due to track irregularities, etc.) may come into play here to
overcome the breakaway force and thus raise the critical speeds at low
wheelset lateral amplitudes. Consequently, it is doubtful that the
low-amplitude limit cycles are of practical interest. The dry-friction
results shown here are contrary to those found with the single-
wheelset model. In that case [14] dry friction was found to be very
stabilizing at lower amplitudes. However, this difference can be ex-
plained by the fact that the single-wheelset model was assumed

. sprung to a reference body, representing the vehicle body, moving at
a constant speed down the track. The large force provided by the
_ friction elements at small amplitudes stabilized the wheelset against
the reference. For the complete vehicle the friction elements at low
amplitudes force it to behave as a large rigid body that will have a low

critical hunting speed. Scheffel {25] notes that suspending the

wheelset to the vehicle rather than to ground reduces the effectiveness

of the constraints (the suspension) in stabilizing the hunting behav- -

ior.

It should also be noted that the limit cycles shown plotted in Fig.
11 were not the only limit cycles found. Limit cycles for speeds higher
than the critical speeds could be found in some situations. These
secondary limit cycles generally had a different mode shape than the
primary limit cycles occurring at lower speeds. It would be expected
that the limit cycles occurring in practice would depend on the initial
conditions and inputs to the vehicle. In the study of rail-vehicle dy-
namics the greatest interest is in the lowest speeds at which the rail
vehicle might become unstable. Consequently, only the primary limit
cycles need to be found. -

Eigenvector relationships, or mode shapes, for the limit cycles found
for the new-wheel case are shown in Fig. 12. The abrupt change in
mode shape upon flange contact is quite apparent here. Before flange
contact the mode shape is constant for the new wheel. This is to be
expected, because the new-wheel tread surface is conical until the
flange contacts the rail. When the tread region is curved, as in the
Canadian National and modified Heumann wheel profiles, the mode
shape is not constant when the wheelset lateral amplitudes keep the
“4n a )

MM LA, dA7

contact in the tread region. Generally, the frequency and the ampli-
tudes of the truck yaw and truck warp of the limit cycle follow the
conicity shown in Fig. 7. , ‘ . )

The truck yaw and warp for the new wheel, which has a-small con-
icity, are small, as shown in Fig. 12; they are correspondingly larger
for the worn-wheel representations. The frequency of the limit cycles
before flange contact is also found to be quite a bit smaller for the new
wheel, as compared to the worn-wheel representations (12 rad/s for
the new, 21 rad/s for the Canadian National, and 26 rad/s for the
modified Heumann profile). Both these effects can be attributed to

" the larger conicity of the Canadian National and Heumann wheel

profiles.

The ratio of car-body lateral displacement to rear-truck lateral
displacement, as shown in Fig. 12, is quite large for the vehicle with
new wheels. This may be because the frequency of the limit cycle is
below the resonant frequency for car-body lateral motion. The results
for the worn-wheel cases show relatively insignificant car-body lateral
motion, as would be expected at high frequencies. -

The limit cycles without flange contact for all-three cases are
characterized by the front and rear trucks having approximately equal
lateral amplitudes. Once the flange begins coming into contact, the
mode shapes are quite different. For the new wheel the limiting mode
with flange contact is a fishtailing mode. As shown in Fig: 12, this
mode is characterized by large lateral motions of the rear truck, smalil
lateral motions of the front truck, and small disturbance of the vehicle
body. For all three wheel profiles, frequencies for limit cycles with
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flange contact approach a single high value in the neighborhood of
© 30.5 rad/s.

For the new wheel there were actually two mode shapes found for
the limit cycles with flange contact, but since the two were symmetric,
only the fishtailing mode was plotted in Fig. 12. The other mode that
was found occurred at the same velocities and frequencies, but with
large motions of the front truck instead of the rear truck. Car-body
motions were the same.

Conclusions

The results of this study indicate that nonlinear wheel/rail contact
geometry and dry friction should be considered in rail-vehicle analysis
because they significantly influence the hunting behavior of such
vehicles. Although the critical hunting speed for small-amplitude
motions varies widely with different wheel/rail geometry, it appears
that linear descriptions of wheel/rail contact geometry may be suffi-
cient for studying these small motions. Nonlinear contact geometry
must be considered to study the limit-cycle motion that can occur
when the wheelset lateral motion exceeds the flange contact bound-
ary.

Stable limit cycles, representing vehicle hunting behavior, were
found to exist over certain speed ranges that were determined in part
by the wheel/rail contact geometry. The mode shapes of the large-
amplitude limit cycles were asymmetric, generally with larger rear-
truck motions than front-truck motions.

Our resulfs indicate that dry friction in the vehicle suspension will
lower the critical speeds. For small motions, friction causes the vehicle
to tend to perform as one rigid body, which results in low-amplitude
limit cycles at low speeds. However, the low-amplitude limit cycles
may not be of practical importance because effects such as dither may
reduce the effective friction. At large amplitudes dry friction also
causes the limit cycles to occur at speeds lower than predicted with
equivalent linear damping. This indicates that the amplitudes and
frequencies used to obtain the equivalent linear values were too large
and points out the importance of the quasi-linear techniques for
handling such nonlinearities.

A better model for the suspension structure is worth consideration.
One model that has been suggested represents the suspension by two
elements in parallel. One element would be a stiffness that represents
the suspension springs. The other element would consist of a stiffness
in series with a dry friction. The series stiffness would represent the
elasticity of vehicle components, and the friction term would represent
the joint friction. Thus, even when the friction element remains
locked, there could be relative motion between vehicle components
due to the series stiffness element. These would probably increase the
speed at which low-amplitude limit cycles occur.

The effects of dry friction at low amplitudes found in this study are
directly opposite the effects of dry friction found in a single-wheelset
analysis. This suggests that the stabilizing effects of friction found
in the single-wheelset analysis may not be of pratical importance.

The quasi-linear approach used here appears to be a very practical
method for the investigation of rail-vehicle stability. However, the
algorithms used to implement the technique need development to
improve their convergence to the correct mode and frequency.
Comparison of this numerical approach with other alternatives such
as optimization techniques should also be made to determine the most
efficient computational scheme.

Future effort on this problem should include validation of the
quasi-linear results by comparison with numerical integration resulits,
comparison of the quasi-linear results with experimental vehicle re-
sults, and further refinement of the computational algorithms to
permit general use of this approach. Other nonlinear esfects such as

" wheel slip should be investigated with this technique.
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Introduction

The steel wheel and rail friction is a problem that has created a great
deal of interest both in the past and in the current technical literature.
Its importance is increasing in the measure that more effective loco-

motive design requires increasing load transfer between wheel and’

rail.

The stresses and relative displacements at the wheel-rail interface
are of primordial importance in most of the basic technical problems
facing railway technology. The wheel and rail wear, braking, accel-
eration, headway limits, draw bar pull, hunting and other oscillation
and stability problems depend on the interaction phenomena taking
place at the wheel-rail interface. In spite of the intensive efforts, both
theoretical and experimental, a complete understanding is still
lacking.

To experimentally investigate the phenomena of adhesion, creep
and wear, silnulating closely the conditions of railroad wheel and rail
interaction, a facility has been developed at the Department of Me-
chanics, Mechanical and Aerospace Engineering of the Illinois In-
stitute of Technology with the cooperation and assistance of the
General Motors Electro-Motive Division. Some of the significant
findings of the current research are reported in this paper.

Review of Related Literature

There has been an extensive amount of work done both in the
theoretical and the experimental aspects of the rail-wheel contact
problem. This work covers a period starting around 1867 to the

present. Numerous survey papers on the subject have been written. -
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AMERICAN SOCIETY OF MECHANICAL ENGINEERS. Manuscript received at
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constancy of the product of the creep times the area of contact for dry, clean contact sur-
faces and a constant value of adhesion and normal load is presented.

Cabble, Jr. [1] has-written a good descriptive account of the various
factors involved in understanding adhesion. A total of 57 references
is given in his paper, going as far back as:1873.

A survey of the work on adhesion done-in Germany and other Eu-
ropean countries, along with extensive technical discussion including
reference to the various available theories, has been given by Verbeck
[2]. Law and Cooperrider {3] have also discussed the wheel/rail in-
teraction forces, creep and provided an extensive list of references.

Collins.and Pritchards [4] have a good coverage of the aspects of

_ contamination effects on adhesion. Marta and Mels {5] and Marta,

Mels, Itami [6] have written a good scientific account of the wheel-rail
adhesion problem and reviewed briefly the factors that affect adhe-
sion, including considerations and tests of full locomotives. Meier [7]’
has reviewed many of the tests conducted to establish the coefficient' -
of friction. ’

Closely connected to the problem of wheel-rail interaction is the
problem of contact stresses and displacements. A-great deal of ref-
erences exist on this area. Fortunately there are some very good sur-
veys; some of the recent ones are written by-Kalker [8], Johnson [9]
and Brémond [10].

Surveys of the contact problem with emphasis on adhesion and
creep phenomena have been given by Ollerton [11], Johnson [12], and
Kalker [13]. More recently B. Paul {14] has made a survey of rail-wheel
stress problems and has included some of the most recent work in this
area.

Brief Description of the Test Facility N
The test facility on which this study has been carried out was
originally designed and manufactured by the Electro-Motive Division
of the General Motors Company. The facility has been described in
detail elsewhere [15, 16]. In May 1974 the facility was moved to the
Illinois Institute of Technology. At IIT changes were made on the
mechanical, electrical and recording of data to improve performance
and accuracy. A detailed description of the improved facility is given

1



in[16], and is planned to be published in another paper. Fig. 1 shows
a schematic of the test facility. The facility essentially consists of a
small wheel riding on a large wheel, Fig. 1, under a normal force which
is maintained constant during the tests. The large wheel has a diam-
eter of approximately 36 in. and represents the rail. The large wheel
is manufactured with a steel typical of rail material. The small wheel
of diameter 8 in. simulates the locomotive wheel. The periphery of
the small wheel has a profile radius so ds to make the contact stresses
between the small and the large wheel similar to those of the loco-
motive and rail. A ratio of the major axis of the ellipse of contact to
the minor axis equal to 1.568, typical of the U.S.A. locomotives was
selected. Besides the two wheels and corresponding motors the facility
consists of:

(1) Electrical Controls

a) Speed
b) Power )
(2) Mechanical Controls
a) Alignment of the axis of rotation of the wheels
b) Angle of attack .-
(3) Output Devices :
@) Measurement of speeds
b) Measurement of forces

The small wheel is.connected through a flexible coupling to a small

D. C. motor. During the tests one of the motors acts as generator,
" providing the necessary braking torque. The energy generated by the
braking torque is dissipated as heat through a bank of resistors. The
big wheel is powered by a locomotive traction motor, and during the
tests, drives the small wheel.

The reliability and the accuracy of the experimental data depends
on the alignment of the test facility. If the two wheels of the rig are
misaligned in any of the x, y, and z axis directions, Fig. 2, forces will
be introduced at the contact areas. The angle of attack, angle between
the axis z and z’ of Fig. 2 can be controlled by a positioning screw.

The two outputs provided by the facility are forces and speeds. To
measure speeds of rotation magnetic pick-ups are utilized. Each axle
holds a 144 tooth gear and each tooth produces a count. The counts
are displayed by two electronic counters, '

The second wheel is supported by a frame connected to a 3-D dy-
namometer that measures forces in the y axis (axial direction), the
z axis (longitudinal direction) and x axis (transversal direction). The
dynamometer has three strain gage bridges connected through a
switching and balancing unit to a digital strain gage meter. A cali-
bration of the dynamometer was performed by applying known forces
in the axial, longitudinal and transversal directions. The calibration
was performed in situ, and under the same conditions of operation
that are present when the tests are performed.

First Series of Tests Performed
The first series of tests performed with the rig had the purpose to
investigate the coefficient of friction versus creep function under
changing normal loads, in dry contact. .
The independent variables in the tests were the vertical load and
the longitudinal load and the dependent variable the creep values.
The creep values during the experiment were calculated by means
of the equation:.
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Ng = Speed of the small wheel in rpm

£E=1 —-‘fﬁﬁ— 1 _NsRs (1) Ng = Speed of the big wheel in rpm
. wp Rp NpRp Rs = Radius of the small wheel in inches
where: Rp = Radius of the big wheel in inches
—N0menclature
ag, br = major and minor axes of the replica N = normal force pc = maximum coefficient of friction -
ellipse Npg = speed of the big wheel in rpm :

ar, by = major and minor axes of the true
contact ellipse .

Apg = apparent area of contact from the rep-
lica ° ‘

Ar = true area of contact

G = shear modulus of steel

£ = creep (slip)
u = coefficient of

2

Ng = speed of the small wheel in rpm
Rp = radius of the big wheel

Rg = radius of the small wheel

T = tangential force

Subscripts

R = concerning replica
T = true value.

B = concerning big wheel

friction S = concerning small wheel
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The radius of the big wheel was measured to 0.0254 mm with a Pi-
tape. A Pi-tape is a tape that by measuring the wheel perimeter pro-
vides directly the value of the wheel’s diameter with a precision of
.0254 mm. The radius of the small wheel was also measured to 0.0254
mm. An upper bound for the error in the measurement of the creep
is computed in Appendix A. According to these computations the
values of creep can be considered accurate to 0.0005. As the test takes
place the large and the small wheels show wear. The radii Rs and Rg
are reduced by small amounts. The percentage in Rg is however, more.
It can be shown that if the change of radius of the small wheel is
0.0076mm, the creep will be affected by 0.00005 (see Appendix B).

The coefficient of friction at both values of creep was obtained by
dividing the tangential force T by the normal force N

T
| L=y (2)
The error in measuring the tangential force T obtained from the
calibration tests is 22.249N.

During the tests, the speed of the big wheel was kept near 50 rpm.
This rotational speed is equivalent to a speed of 8.224 Kms per
hour.

Another quantity measured during the test was the area of contact.
It was observed that as the wheels roll appreciable wear takes place.
This wear changes the area of contact since the transversal radius of
the small wheel is changed by the wear. The tests were carried out
using several wheels and the wheels were changed when the contact
ellipse showed a departure from the elliptic shape characterized by
the ratio of the major to the minor axis.

To obtain the contact area the following procedure was developed.
A piece of replicating tape of the type utilized in electron microscopy
was inserted between the two wheels and the wheels were pressed
against each other. An impression of the contact area is left on the
tape. The area is-‘magnified through a shadograph and the area is
determined.

A basic assumption of this technique is the similitude between the
contact area and the impression left in the tape. This assumption has
been checked by measuring the ratio of the major to the minor axis
of the contact ellipse. It was verified that this ratio agrees with the
theoretical value 1.568 within the experimental error. For smooth
surfaces the replica’s area is larger than the actual contact area. As
a double checking of this technique, tapes of decreasing thicknesses
were utilized to make replicas. A plot of area of the replica versus
thickness was made and the value of the area was extrapolated to zero
thickness. The extrapolated area agreed well with the theoretically
computed value. In the case of rough surfaces, the presence of the tape
produces an additional effect, the effect of the roughness in the con-

tact area is eliminated. This effect is opposite to the effect of the -

thickness of the tape.

However none of these effects needs to be considered to compute
the actual contact area. If we call A of the replica and Ar the true
area,

Ap = %an ba (3)

where ap is the major axis of the replica ellipse and bz the minor axis. ..

Likewise
™
Ar=—arbr ) 4
1 .
where ar and b7 are the major and minor axes of the contact el-

lipse.
Dividing (3) by (4) one obtains

A b
A7 _2ro1 ®)
Ag ag bRA

Using the similitude between the contact area and its replica,
e o (6)
ar bR

and . T L . P S .

‘ Ar=C%4g =~ T )
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The value of C can be easily determined by measuring the contact
track that is left in the small wheel by rolling. Microscopic observation
shows a well-defined track that can be measured accurately. Rather
than measuring directly on the track width on the rig, the following
procedure was followed. By means of an acrylic material, replicas were
made of portions of the track of the small wheel. This replica was
utilized to measure the width of the track. The quantity C was com-
puted by means of equation (6).

Test Procedure

Before starting each experiment, the big and the small wheels were -
cleaned with trichlorethylene in order to eliminate surface impurities.
The small wheel was lifted and the strain-gage bridges of the dyna-
mometers were balanced. Contact was then established between the
two wheels, the desired normal load was applied and the big wheel
motor was started. The big wheel was then driving the small wheel
and certain longitudinal force was measured by the strain indicator.
This reading was brought to zero by supplying power to the small
motor. Creep was gradually introduced by braking the small wheel.
The tangential force developed between the wheels was measured by
means of the strain indicator:The values of the revolutions of the
small and big wheels were recorded from the values displayed by the
counters. The creep values were increased until gross slip was ob-
served.

After every test, a track was formed on the big wheel and so a new
surface was used for each experiment by moving the big wheel in the
lateral direction. When the entire surface of the big wheel was covered
with tracks, a light cut was taken across the wheel. A high speed tool
was placed in a tool holder which is connected to the base of the rig
and traverses the wheel width. The wheel then was grounded with a
tool grinder and finally polished with 320 and 400 grit emery papers
to obtain a 20 um finish. The wheel finish is 15 ym.

The Results

Figs. 3-6 show the average curves of longitudinal coeff1c1ent of_ :
friction vs. longitudinal creep for the different utilized loads. Actual.
measured points are indicated in the graphs. The dispersion of values
is very large and shows the intrinsic randomness of the observed
phenomena. Fig. 7 shows all the curves plotted together. One can see
that the average curves fit a well-defined pattern. This pattern is
evidenced in Fig. 8 where values of the coefficient of friction versus
normal load have been plotted for constant values of creep. All the
curves of Fig. 8 are almost parallel, indicating a common decreasing
trend for the longitudinal coefficient of friction with the normal load,
practically independent of the values of the creep.

The areas of contact were measured according to the prevxously
described procedure. Fig. 9 shows the area of contact versus the nor-
mal load for smooth new surfaces. Measured values of the contact area
for the four different carried-out tests are given in Fig. 10. The values
correspond to the different wheels utilized during the test. In the same
graph, the Hertz’s theory area values are plotted. One can see con-
siderable difference between the theoretical and the experimental
values.

Data Analysis

1t is a well-known fact that for perfectly smooth surfaces the coef- -
ficient of friction curves versus creep can be represented in a dimen- -
sionless form. The dimensionless variables are u/uc and Gabg/ucN, -
where uc is the maximum coefficient of friction, G the shear modulus -
of the steel and all other variables have been previously defined. We
have reduced all our data to dimensionles form. It was observed that
in order to obtain a single curve it is necessary to utilize the actual
nominal area of contact rather than the theoretical area of contact.
The dimensionless curve is plotted in Fig. 11. This curve coincides
with the theoretical values predicted by Kalker [13]. It can be con-
cluded that the law of similitude holds good for dry contact not only
for perfectly smooth surfaces, but also for surfaces that become rough
due to the wear phenomenon.

The observed fact that all the different plots of coefficient of friction
versus creep can be reduced to a single dimensionless form by utilizing

3
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the actual area of contact (rather than the theoretical), has very im-
- portant implications. As the plastic deformations and the wear
progress with the rolling time, the area of contact increases, Fig. 10.
If we look at the dimensionless factor Gab&/ucN, to-obtain the same
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values of this factor for the same values of ucN and for increasing
values of the product a b (proportional to the contact area), requires
areduction of the value of the creep £. In other words, the product of-
the creep and the area of contact must be a constant. This law has
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been checked in a series of tests reported in [17] and seems to be of
general validity for dry contact for smooth as well as moderately rough
contacting surfaces, as found in laboratory wheel-rail simulation.

Conclusions and Discussien _
Tests to obtain the coefficient of friction versus creep for different
normal loads in dry contact were conducted. These tests were short
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duration tests and the magnitude of the wear of the interacting sur-
faces was kept to a level preserving the elliptical contact with a
preestablished ratio of the major to the minor axis. All these tests show
a large dispersion of the friction creep data. However, average values
follow clearly discernible trends. All these data can be reduced to one
single dimensionless curve that also fits the values computed by
Kalker. The observed behavior of the contacting surfaces has im-
portant implications.. Master curves for the coefficient of friction
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\;ersus creep can be obtained from experiments such as those reported
in this paper. This master curve can be utilized in practical applica-
tions if the area of contact can be computed or measured and the
maximum coefficient of friction is known. This coefficient can be
measured and is a function of the normal load. Fig. 8 shows that the
" longitudinal coefficient of friction is a function of the normal load for
constant creep and all the coefficients of friction-versus normal load
show the same trend. This trend is predicted by the theoretical
analysis of Vermeulen and Johnson {18] and Kalker [13]. Another
important conclusion that also has considerable practical importance
is the law of constancy of the product of creep times the contact area.
It also can be shown [17] that this law is implied in the Carter {19] and
Poritsky [20] elastic analysis of rolling with friction. However this law
seems also valid beyond the limitations of tHe elastic analysis since
our observations have been made under conditions that include plastic
deformations, wear and rough surfaces.

Care was taken to conduct all the tests with the same standard
procedures. The reliability and repeatibility of these tests depends
on several factors. If we look to the dimensionless curve we see that
a very important quantity is uc. The values of uc are determined by
the mechanical properties of the materials of the wheels utilized in
the tests, and of the possible contaminants that appear in the inter-
face. Contaminants were minimized by keeping the surface thoroughly
clean. However there is an important uncontrolled contaminant
(Ferric Oxide) that cannot be easily controlled unless the test rig is
operated under humidity-controlled conditions. The reported tests
were carried out during the winter months under mostly dry atmo-
sphere conditions. The wear of the wheels was also periodically ob-
served through the acrylic replicas and tape impressions of the contact
areas. The total validity and consistency of the obtained results can
be best judged through the fact that the averages of the measured
values can be reduced to a unique dimensionless expression.
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APPENDIX A

Longitudinal creep may be defined as the longltudmal slip velocity
divided by the actual rolling velocity.

Proc.

longitudinal slip velocity

Longitudinal creep = - p
actual rolling velocity

or
g = RgNp — RsNg
RgNpg
where £, = longitudinal creep
Np = speed of the big wheel
Ns = speed of the small wheel .
REs = radius of the small wheei
Rp = radius of the big wheel
RsNs
RgNg

$X=1—
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NowletR——
Rp
N,
x=1—u—§-
Np
Ns Ns
= —dy =2 + ) —= dNg — — dN. i
dk, ”NB ”N2 B Ng s (i)
Since,u=&
RB
dRs
andd ———dR
g Rgp? B+ Rp

It is desired to find the uncertainty in the creep measurement when
uncertainty in radius is 0.00254 mm and frequency is 1/144 =
0.009.

For the testing purpose the rig is operated at Ng =518 and Ng =
116

10.1
= E—s = —0—6' = (.2256
Rp 45.03
S dRs
dv==—"dRp +—>
" TRz Ry
X 10.1 i 4
- 4.00 _ 0.16 >(000254_+_00025
(17.73)2  (45.03)2 (45.03)
= — (0.0000127 4 0.0000564
= 0.0000437
Substituting in equation (i)
Ns Ns
di, = —dv =2+ dNg = —dN,
& ”NB v Ng? B N s
1
= —0.0000437 X —8 + 0.2256. 518
116 (118)2
% 00069 — 22238 0.2

= ~ 0.0001951 + 0.000060 — 0.0003858

Journal of Engineering for Industry

= —0.000520

APPENDIX B

* Calculation of error due to reduction in diameters of the two wheels
with wear.
The change in diameter of the small wheel when the rig was oper-
ating at 4449.72N and .3 coefficient of friction for 5 hours was observed
to be 0.00152¢cm.

20.1097

Now, Rg = = 10.0548 ecm

89.8957

B = = 44.9478 cm

dRg = 0.00076 cm

dRp = 0.00076 cm (Assumed to be appréximately same)

10.0548 0.00076
(44.9478)2 44.9478
or dv = —.0000037 + .0000169

dv = 0.0000132

Henced, = X 0.0076 +

The change in longitudinal creep d§, is written as
N, Ns
Np V 2

442.6
d&, = —0.0000132 X ——+0+0
99.2

dt, = 0.0000588

Hence the maximum error introduced in the creep readings by not
taking the change in diameter into account is 0.0000588 which is very
small. The value of Ng and Npg are taken when the rig is operating at
4449.72N normal load and 0.3 coefficient of friction for 5 hours.

Printedin U. S. A.
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INTRODUCTION

The Federal Railroad Administration (FRA) of
the Department of Tramsportation (DOT) has sponsored
the development of automated track geometry measur-
ing cars since 1966 for supporting track inspection
and rail research activities. Several generations
of measurement instrumentation and data processing
capabilities have evolved in the development process.
Currently under the Automated Track Inspection Pro-
gram (ATIP), the FRA Office of Safety operates three
track geometry survey vehicles; these are T-2 (with
T-4 as its support vehicle), T-3 (with T-1 as its
support vehicle) and T-6 (operated without a support
vehicle). These survey vehicles are operated rou-
tinely on a prescheduled basis to cover approxi-
mately 70,000 miles of track annually. Electronic
sensing devices and data processing equipment in-
stalled in these vehicles measure track geometry at
speeds up to 120 miles per hour, record. the data omn
magnetic tape, display the measurements on oscillo-
graphs and produce an exception report in accordance
with the Federal Track Safety Standards.

A fourth track geometry survey vehicle, T-10
(see Figure 1), has just been completed and is sched-
uled to join the FRA ATIP fleet in 1981. T-10 is
based on a self-propelled coach, the Budd SPV2000,
and incorporates the latest generation of inertial
and inductive measurement techniques as well as the
associated real-time digital processing algorithms.

Contributed by the Dynamic Systems & Control Division of THE AMERICAN
SocIETY OF MECHANICAL ENGINEERs for presentation at the Winter {\nnual
Meeting, November 15-20; 1981, Washington, D.C., Manuscript received at
ASME Headquarters July 21, 1981. .

Copies will be available untit August 1, 1982.
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Inertial and Inductive
Measurement Techniques for
Track Geometry

Under the Federal Railroad Administration’s Automatic Track Inspection
Program, there are three track geometry measuring vehicles current conducting
routine track inspections. A fourth one is being constructed and is scheduled to join
the inspection fleet in 1981. ENSCO developed the instrumentation and data
processing systems used in these inspection vehicles and has been operating them for
the FRA. This paper gives an overview of the inertial and inductive measurement
techniques and the associated data processing algorithms used in these track
geometry measuring vehicles. A brief history is also provided on the evolutionary
development of each of the measurement techniques.

Figure 1. Track Survey Vehicle T-10.

ENSCO supported the FRA in the development and
the operation of the current ATIP track inspection
fleet and is also responsible for the design and the
fabrication of the latest instrumentation used in
T-10. This paper presents a brief description of the
inertial and inductive measuring concepts and. data
processing techniques employed in the FRA track survey
vehicles.

BACKGROUND

Initial layout and construction of railroad
tracks rely on conventional survey techniques to es-
tablish earth-based references. Subsequent surveys of
track geometry are generally for the purposes of iden-
tifying critical geometrical defects that are safety
hazards, providing data to calculate and prescribe the
proper repair, evaluating the service performance of
the track and planning long-range maintenance activi-
ties. The instrumentation and data processing equip-
ment used in the FRA track geometry survey vehicles
are designed to acquire the data at normal track speed
from a moving vehicle to meet the general purposes
described above. Specifically, the identification of
track geometry defects must be done in accordance with




the format and the allowable thresholds provided in
the Federal Track Safety Standards.

Gage measurement is made in terms of the abso-
lute distance between the inner faces of the two
rails. No additional external reference is needed to
establish the measurement. The inductive technique
to measure truck-to-rail distances was chosen for
several reasons. A non-contact transducer is pre-
ferred because of the high test speed involved.

Among the various non-contact proximity sensing tech-
niques, a high-frequency magnetic approach requires a
relatively small transducer and is reasonably insen-
sitive to harsh environmental conditions. The small
size of the sensor allows it to be servo-controlled
to maintain its distance from the rail so that the
measurement is always within the linear range of the
transducer, and, to focus on the FRA-specified mea-
suring point of 5/8" below the surface of the rail.

The truck-to-rail measurements made with the
inductive transducers are also used as a part of the
alignment system which determines the smoothness of
each rail in the lateral direction. The general
interest in alignment is in its spatial frequency
content which could induce vehicle lateral dynamics.
Because of typical rail vehicle construction, align-
ment deviations from a wavelength of a few inches to
several hundred feet are of interest. The signifi-
cance of the long wavelength components generally
begins to diminish at 150 feet for speeds up to 90
mph and at 200 feet up to 120 mph. The Federal Track
Safety Standards define maximum allowable alignment
irregularities in terms of deviations from uniformity
measured in a 62-foot midordinate-to-chord offset
(MCO). The use of a pseudo-inertial measurement
reference provides both the broad range of wavelength
coverage needed for track-train dynamic research and
the 62' MCO (as well as MCO's of other chord lengths)
required for checking compliance. An accelerometer,
after appropriate processing, measures the oscilla-
tory movements of the truck lateral to the track
centerline. The processed output of the accelerome-
ter is sometimes referred to as the pseudo-space
curve for the truck path. A pseudo-space curve can
be interpreted as the inertial trajectory of the
truck with its long wavelength components and the
d.c. component removed. The left and right side
truck-to-rail distances and the servo-positions are
combined with the pseudo-space curve of the truck to
form the pseudo-space curve representing the align-
ment of each rail.

The general interest in rail surface profile is
over a broad range of wavelength pertinent to vehicle
dynamics, similar to the case of rail alignment.
Since the running wheels in a measuring vehicle pro-
vide natural loaded contact measuring points, the
vertical movements of a wheel combined with a pseudo-
vertical inertial reference would meet the profile
measurement requirements. Two vertically mounted
accelerometers are used over the measurement axle to
establish the pseudo-inertial references for the left
and the right rails.

Superelevation (often referred to interchange-
ably as crosslevel), is measured with respect to the
local horizontal plane, therefore, a local vertical
reference must be established on the moving vehicle.
A true inertial attitude reference, such as a stabi-
lized platform used in spacecrafts, does not meet the
requirement because the local gravitational vector is
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not fixed inertially. For this reason, an inclinome-
ter mounted on the floor of the car across the mea-
suring axle is used as the basic transducer to sense
the tilt angle of the floor relative to the gravita-
tional vector. Complex filtering and compensations
using outputs from two rate-of-turn gyros and truck-
to-carbody displacement transducers are needed to
eliminate errors in the measurement due to vehicle
dynamics. Tilt angle of the track, which converts
directly to superelevation, is then obtained by mea-
suring the axle—to-carbody roll angle.

Vehicle speed, distance, track curvature and
track location measurements are also made by the sur-
vey vehicles to provide location reference and to
furnish necessary inputs to the processing algorithm.
With the nominal sample rate of one foot, the magnetic
Automatic Location Detector (ALD) system can provide
correlation within +6 inches between track location
and geometry data. Curvature and curvature rate data
are analyzed by onboard software to detect transition
points between tangents, spirals and curves so that
appropriate standards can be applied.

MEASUREMENT SYSTEM DESCRIPTION

System Overview

The Track Geometry Measurement System (TGMS) has
the capability to measure gage, curvature, crosslevel,
warp, profile and alignment of the track. The con-
version of the transducer signals to the measurement
of the track parameters is performed primarily in the
onboard computer by digital algorithms. The general
approach for all of the basic parameters is to con-
dition the raw transducer signals with an appropriate
filter whose frequency response characteristics are
designed to mate with the digital computations per-
formed in the onboard computer. The conditioned
transducer signals are then digitized at a constant
distance interval of one foot.

Each of the conditioned transducer inputs is
then examined by a specidlly designed digital al-
gorithm to detect signal fault conditions. The con-
ditioned transducer signals are stored on a digital
magnetic tape which serves as a permanent record.

The digitized sensor signals are then processed
through digital filters whose frequency response
characteristics are matched with their analog coun-
terparts. The hybrid filter formed by combining the
effects of both the analog and the first stage of
digital filtering yields sensor signals whose phase
characteristics are invariant with regard to distor-
tion normally introduced by variations in vehicle
speed and direction of travel.

These processed sensor signals are then used to
calculate the necessary track geometry parameters
required for exception detection and display. Track
geometry parameters are scaled and displayed on strip
chart recorders for the track inspectors and the sys-
tem operator. These track geometry measurements are
distance synchronized to a common location reference
even though the transducers are mounted on different
locations within the vehicle. The strip charts are
distance based so that one mile of data is displayed
on approximately 18 inches of paper regardless of
speed. Exception report is printed on a line printer
in which each detected exception to the Federal Track
Safety Standard is reported with respect to its lo-
cation on the track. The measurement of traversed



distance is accomplished by an axle-driven tachometer
(optical encoder) which also controls the computer
for distance-based data acquisition. Vehicle speed
is calculated from time elapsed between two consecu-
tive distance interrupts through the use of a highly
accurate, crystal controlled oscillator as a time
base.

A simplified system schematic is shown in Fig-
ure 2. The dependency between measured parameters
and input transducers is shown in Figure 3. It can
be seen that several measurements are generally re-
quired to obtain each of the track geometry parame-
ters and that each transducer serves as inputs to
many geometry parameters.
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Figure 2. Track Geometry System Schematic.

GAGE

The earliest gage measurement system used ca-
pacitive, non-contact proximity sensors. These sen-
sors were mounted parallel to each rail, facing the
inside of the railhead in the shadow of the wheel
flanges. The lateral positions of the sensors were
fixed relative to the wheels so that the range of
each sensor must cover 0.2" to 2.0" in order to ac-
commodate typical lateral excursions of the wheels.
These sensors were retractable vertically by a remote
signal to clear switches and road crossings.

Adding the two conditioned sensor signals to
the distance between them produced a measurement of
track gage.

The main weaknesses of the capacitive system
are that at a range of two inches, the response is
quite nonlinear and that the electro-static field is
subject to fringing and distortion due to grass,
debris, water and snow. .

A servo~magnetic gage system was developed to
overcome the problems inherent in the capacitive
system. This system also measured the relative po-
sition between the truck and each rail, but utilized
an inductive transducer, servo—controlled to maintain
a nominal distance from the rail to keep the sensor
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Figure 3. Track Geometry Parameter Transducer De-

pendency.

well within its linear range. The magnetic sensing
technique is relatively immune to all but the most
severe weather conditions. The sensor is retractable
vertically, and is also equipped with a relatively
inexpensive breakaway support to protect the measure-
ment coil. Most recent sensor arm design employs a
spring-loaded resilient arm holder which allows sensor
to deflect and return when hit by a track obstruction.

Figure 4 shows the basic measurement concept and
Figure 5 is the beam used to house the gage trans-
ducers. An error signal from each magnetic sensor is
fed into a servo-control loop to maintain a nominal
distance of approximately 1/2 inch from the gage side
of the railhead. The relative position of each sensor
is measured by a linear displacement transducer,
summed with the error signal, conditioned and digi-
tized by an onboard data collection system.

The digitized sensor inputs are then examined by
a specially designed digital algorithm to detect out-—
of-range and lack-of-activity fault conditions. After
being stored in cyclic arrays to synchronize the mea-
surements of track gage with the remaining track ge-
ometry parameters, the input voltages are summed and
added to an offset number to yield the final measure-~
ment of track gage. The resultant measurement of
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Figure 4. Gage System Sensor Configuration.
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Figure 5.

track gage is then used for exception detection.
Finally, the measurement of track gage is scaled for
output display.

CURVATURE

The curvature system utilizes five transducers
which consist of a yaw-rate gyro mounted in the car-
body, two displacement transducers measuring the
relative lateral distance between the leading truck
and the carbody, a displacement transducer measuring
the relative lateral distance between the trailing
truck and the carbody, and an optical encoder. Fig-
ure 6 shows the gyro and inclinometer package used in
T-10.

e i

Figure 6. Gyro and Inclinometer Package for T-10.

The yaw-rate gyro is used to supply a voltage
proportional to the yaw rate of the carbody. This
voltage is conditioned by an analog low-pass filter
B(s) with a gain and zero offset. The magnitude re-
sponse of this analog filter is shown in Figure 7 for
v = 9 mph and 80 mph. It is significant to note that
the fixed time frequency corner implies a variable
spatial frequency corner which is dependent on the
speed of the vehicle. The filtered signal is digi-
tized at a sample interval of one foot. A debias
command can be enabled by the operator when the ve-
hicle is stationary, this effectively eliminates any
residual bias in the output of the yaw rate gyro.
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Figure 7. Magnitude Response of First Order Analog
Filter, B(s).
The debiased signal is then processed by a digi-
tal filter. This bandpass filter has variable spatial

frequency characteristics, as shown in Figure 8, sim-
ilar to those of the first order analog filter, B(s).
The magnitude response characteristics of the first
order hybrid filter formed by the analog filter, B(s),
and the digital filter, C(3), is shown in Figure 9.
The first order hybrid filter has a spatial frequency
characteristic which is independent of the vehicle
speed and direction. An extremely close approximation
is used in the actual implementation of C(z) to fa-
cilitate efficient numerical calculations in the com-
puter,
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Filter.

The yaw-rate gyro output, after the hybrid
filter, represents the temporal rate-of-change of
vehicle heading d$ /dt with a high-frequency cutoff
which is constant 1n spatial frequency. In order to
convert this measurement to track curvature, we note
that:

A¢c
8, TE
Az Az
AT
A .
where ZEQ = the change in the heading of the
carbody over the distance interval,
Az,
Ad
KEQ = the change in the heading of the
carbody over the time interval,
At = T,
7
Az _ .
and A the average speed of the vehicle

over the distance interval, At

This implies that ¢(z) must be divided by ve-
locity, or equivalently, multiplied by the time in-
terval T., to obtain the change in the heading of the
carbody over the unit sample distance interval.

Since the carbody yaw rate as seen by the gryo con-
tains oscillatory yaw motions of the carbody relative
to the truck which are not directly representative of
track geometry, corrections must be introduced.

Three displacement transducers are used to
supply voltages proportional to the lateral transla-
tion of the trucks relative to the carbody. These
voltages are conditioned by an amplifier and are
digitized in conjunction with the other transducers
each foot of vehicle travel. The signals from the
two displacement transducers located on leading truck,

are combined to yield the front carbody-to-truck lat-
eral translation. The third displacement transducer
located on the trailing truck, yields the trailing
carbody~to-truck lateral translatiom.

The two measurements of lateral translations of
the trucks relative to the carbody provide the mea-
surement of the oscillatory motions of the carbody and
are subtracted from the measured yaw rate per unit
distance.

This corrected yaw rateA¢c/A is then low-pass
filtered to yield a measure of fradk curvature.

The rate of change of track curvature is also
calculated by a digital filter. Track curvature and
rate of change of track curvature are used in a curve
analysis algorithm to detect curve transitioms and
type, i.e., tangent, spiral and curve, for use in
determining which thresholds to apply to the track
parameters in exception reporting.

CROSSLEVEL

The Compensated Accelerometer System (CAS) for
measuring crosslevel was developed imn the 1974 - 75
period. 1In the CAS, an accelerometer used as an in-
clinometer, paired with a roll rate gyroscope, became
the primary roll angle measurement. Compensations for
yaw rate and lateral accelerations were included. The
original CAS and a subsequent improvement employed a
complex multiple-pole analog computer to perform the
processing. The complex processing scheme has now
been implemented in T-10 with digital algorithms which
eliminates most of the remaining errors inherent in
analog computers. The T-10 crosslevel system utilizes
four transducers in addition to the debiased yaw rate
gyro signal and time-between-samples (TBS) datum used
in the track curvature algorithm. These additional
transducers consist of a carbody mounted inclinometer,
a roll rate gyro, and two displacement transducers.
The transducer mounting configuration for the cross-
level system is shown schematically in Figure 10. The
carbody mounted inclinometer (see Figure 6) is used to
calculate the low frequency components of the carbody
roll angle with respect to gravity. Compensation
factors are included to counteract the accelerations
sensed by the inclinometer due to: centrifugal accel-
eration of the vehicle, motion of the inclinometer
about the yaw center of the vehicle, roll accelera-
tions of the carbody about the track and about its own
roll center, and lateral translations of the vehicle.
The carbody mounted roll rate gyro is used to cal-
culate the high freéquency components of the carbody
roll angle with respect to gravity. The two dis-
placement transducers are used to measure the relative
roll angle between the carbody and measuring axle.

The voltage produced by the inclinometer is
conditioned by an analog low-pass filter with a gain
and zero offset. The magnitude response of this an-
alog filter has a fixed time frequency corner and
therefore a variable spatial frequency corner which isg
dependent on the speed of the vehicle. After being
processed by this analog filter the signal is digi-
tized at a sample interval of one foot.

For the purpose of profile and alignment cal-
culations, the digitized signal is processed by a
digital filter which mates with the analog filter
given above to form the second order hybrid processing
filter.
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Figure 10. Crosslevel System Sensor Configuration.

The magnitude response characteristics of the
second order hybrid filter has spatial frequency
characteristics which are independent of vehicle
speed and direction.

The digital portion of the second order hybrid
filter is rescaled to yield a short mid-chord offset
(MCO) of the acceleration signal. This signal is
used later in profile and alignment calculations to
compensate for errors introduced by carbody roll
motions.

For the purpose of obtaining the low-frequency
roll angle of the carbody, the digitized inclinometer
signal is processed by a first order low-pass filter.
This low-pass filter is designed to match the effects
of the first order filter applied to the roll rate
gyro signal which provides the high-frequency portion
of the roll angle.

Two types of errors are contained in the in-

clinometer signal due to yaw motions of the car,
these are the centrifugal acceleration and the ac-
celeration sensed by the inclinometer due to movement
about the yaw center of the vehicle. Correction
terms are obtained using the yaw rate gyro input.
The correction terms are cémbined and processed by a
second order low-pass filter. This low-pass filter
is designed to match the effects of the second order
filter applied to the inclinometer signal.

These filtered correction terms are applied to
the filtered inclinometer signal which is then low-
pass filtered to remove the remaining error intro-
duced by the pure lateral tranmslation of the carbody.

The composite filter has a constant time corner
approximately two octaves below the lateral rigid
carbody natural frequency (typically around 1.25 Hz).

To obtain the high frequency components of the
carbody roll angle the roll rate gyro signal is pro-
cessed by filter whose frequency response is comple~-
mentary to that applied to the inclinometer signal.

The filter data from the inclinometer and roll-
rate-gyro are then combined to yield the carbody roll
angle, 6 , over the pass band of interest. The two
displacement transducers are then used to calculate

6

the roll angle between the carbody and the track, 8p¢ -
The track roll angle 8, =6 + 8ot is then scaled to a
reference baselength th yieqd track crosslevel.

PROFILE

The first inertial profilometer used on the FRA
inspection cars was based on a sensor developed by the
Electromotive Division of General Motors. The sensor
consists of a classic spring-mass system mounted on
the truck with acceleration and displacement measure-—
ments of the mass. The original sensor was rather
bulky and weighed approximately 90 pounds. Subsequent
improvements resulted in an order of magnitude reduc-
tion in weight and a significant size reduction. The
latest profilometer system, used in T-10 eliminated
the truck-mounted spring-mass sensor altogether; an
inertial reference is established in the carbody in-
stead.

The T-10 profile system utilizes two inertial
transducers in addition to the transducers used in the
crosslevel and curvature systems. These transducers
consist of two vertically oriented carbody mounted
accelerometers located over the two carbody~to-axle
displacement transducers. The profile system trans-
ducer arrangement is shown schematically in Figure 1ll.
The profile transducer assembly used in T-10 is shown
in Figure 12.
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Figure 11. Profile System Sensor Configuration.

Profile Transducer Assembly.

Figure 12.



The carbody mounted accelerometers are used to
provide an inertial reference and the displacement
transducers are used to yield a measurement from the
inertial reference to the rail to obtain the measure-~
ments of individual rail profile. The voltages pro-
duced by the accelerometers are conditioned by an
analog low-pass filter with a gain and zero offset.
The frequency response of this analog filter is the
same as F(s) discussed in Section 3.4,

Following the digitization of the conditioned
accelerometer signals they are processed by a digital
filter whose frequency response is the same as G(3)
discussed in Section 3.4. These operations produce a
basic datum whose spatial frequency characteristics
are nearly independent of vehicle speed and direc-
tion. Recall that the acceleration signal becomes a
short mid-chord offset (MCO) representative of the
input parameter after it has been processed by the
filter characterized by G(z). These basic data are
then compensated for the relative roll angle between
the carbody and the track to reference the measure-
ment of profile perpendicular to the plane formed by
the tops of the railheads. The basic datum from the
accelerometers is also adjusted with a gravity and
centrifugal acceleration correction. These basic
data are then combined with the corresponding short
MCO's of the inertial references from the carbody to
the track calculated from the displacement trans-
ducers. The calculations discussed above are com-
pleted for both sides of the vehicle and then a com-
pensation is performed to correct for the fact that
the transducers are not mounted directly over the
rail.

The next step in the processing is to convert
the short MCO's to a MCO with a longer baselength or
to a pseudo-space curve. This is accomplished by
processing the short MCO data through a digital fil-
ter with the appropriate frequency response.

Since the processed signals still contain un-
desirable long wavelength informatiom, a composite
filter is then formed to perform the conversion and
long-wavelength removal simultaneously. If we sep-
arate the total effect of thé composit filter into a
conversion operation and a high pass operation, then,
the high-pass portion of the operation can be charac~
terized by the frequency response shown in Figure 13.
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Figure 13. Magnitude Response of the High-Pass Por-

tion of the Profile Digital Filter.
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The composite digital filter used in T-10 is one
which performs the high pass filtering and conversion
from the short MCO to a 62' MCO. The profile output
of the analog and digital filters represent deviations
from average profile measured in the form of a 62'
MCO. Different digital filters can be used to obtain
MCO's of other chord lengths or a pseudo-space curve,
in which case, the response shown in Figure 13 becomes
the true response of the measured profile.

ALIGNMENT

The first successful inertial alignment system
was installed in T-6 which utilized a foam-isolation
technique for mounting accelerometers. °‘The T-10
alignment system design is identical in concept to
the T-6 system.

The T-10 alignment system basically consists of
an accelerometer mounted on the instrumented beam
assembly to provide an inertial reference and the gage
sensors to yield measurements from the inertial ref-
erence to the individual rails. The alignment system
configuration is shown schematically in Figure 14. The
track roll angle calculated from the crosslevel system
is used to compensate for the variatioms of the align-
ment accelerometer orientation with respect to gravity
and for the accelerations induced due to the fact that
the alignment accelerometer is not in the plane of
measurement.

LATERAL
ACCELEROMETER

Figure 14. Alignment System Sensor Configuration.

The voltage produced by the accelerometer is
conditioned by an analog low-pass filter with a gain
and zero offset. Following the digitization of the
conditioned accelerometer signals it is debiased by a
digital filter. -

Following the digitization and debiasing of the
conditioned accelerometer signal it is processed by a
digital filter. These operations produce a basic
datum whose spatial frequency characteristics are
nearly independent of vehicle speed and direction.

The form of this basic datum is a short mid-chord
offset (MCO) representative of the input parameter.
This basic datum is then adjusted to compensate for
the fact that the inclinometer is sensitive to lateral

‘accelerations induced by gravity component due to roll

angle and by roll acceleration because the accelerome-
ter is not mounted in the plane connecting the indi-
vidual railheads. The signals from the gage sensors



are then used to calculate a short MCO of the dis-
_tance between the inertial reference and the gage
side of the railhead. The short MCO calculated from
the individual gage sensors are combined with the
inertial reference provided by the corrected align-
ment accelerometer to yield a short MCO of the align-
ment of each rail.

The next step in the processing is to comvert
the short MCO of the individual rail alignments to a
MCO with a longer baselength or a pseudo-space curve.
Long wavelength information is removed by filtering
the short-to-long MCO conversion. The responmse of
the high-pass portion of the digital filter is same
to the one used in profile processing shown previous-
ly in Figure 13.

ADVANTAGES' AND DISADVANTAGES OF THE SYSTEM

The use of pseudo-inertial references for pro-
file, alignment and crosslevel measurement provides
the uniform accuracy needed for the full range of
spatial frequencies pertinent to vehicle dynamics.
Mid-chord offset measurements of any chord length,
including the 62-foot chord, can be obtained easily
from the inertial-based measurements.

The use of hybrid analog/digital processing
schemes allows the reproduction of accurate track
geometry measurements independent of vehicle speed or
direction of travel. The use of digital data pro-
cessing techniques also allows the synchronization of
all measured parameters to a common track location
reference even though the transducers are mounted at
different locations of the vehicle and various dis-
tance delays are introduced by processing algorithms.

The non-contact magnetic semsing technique
permits the measurement of gage and alignment from
the 5/8" point below the rail head. This system is
not affected except for the very extreme weather
conditions.

The use of load carrying wheels for rail sur-
face measurements (profile and crosslevel) and non-
contact transducers near a wheel-rail contact point
for line measurements (alignment and gage) makes it
possible to measure track geometry under the load of
the measuring vehicle and at the highest speed per-
mitted by the track.

The major disadvantage of an inertial-based
system is the inability to measure at low speeds.
The profile and alignment systems will have degraded
measurement accuracties below 15 mph, the measurement
accuracies are not to be relied upon below 5 mph.
The curvature measurement is accurate down to ap-
proximately 2 mph; gage and crosslevel measurements
are the only two that remain accurate to O mph.
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CLASSIFYING TRACK BY POWER SPECTRAL DENSITY
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//' ABSTRACT . . fé

Historically, the Power Spectral Density (PSD) has been used i
as a diagnostic tool and as a classifier in many disciplines. This
paper illustrates how this valuable tool can be applied to railway
track geometry data to assist in the understanding and management
of the permanent way.

The PSD can be used to diagnose random and periodic behavior
in the track surface (profile). Three parameters are developed
that are capable of describing this behavior. Furthermore, the
PSD can be used to classify the track. Two of these parameters
have a strong impact on the deviations of a 19-m (62-ft) midchord
offset. Within prescribed confidence limits, these can be tied
to the Federal Railroad Administration's track safety standards.
This permits the assignment of the speed class.at which the track
may be economically maintained without major overhauling.

INTRODUCTION

Many engineering disciplines benefited from the use of the
Power Spectral Density (PSD) as a diagnostic tool and as a clas-
sifier. In the former capacity, it can be used with vibration and
acoustic data to detect the imminent failure of bearings, gear

trains, and other mechanical parts [1]. In the realm of classi- _ %
fication, it can be used with a variety of time and space series s
data to recognize spoken words, to read and recognize optical pat- i~

it

terns, and to identify the operational modes of equipments [2].
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- The nucleus of the PSD evaluation is the Discrete Fourier
Transform (DFT}. It prescribes the complex operations required
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B to convert a series of time or distance sampled data into a sampled [ 3
-- . frequency spectrum. Individual operations in the DFT are both nu- fg
merqus and difficult. Therefore, routine evaluations of PSD's re- g

quire a digital processing capability. For this reason, extensive ,%
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I ’ applications of the PSD did not develop until the late 1950°s.
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Almost immediately, the PSD was applied to the study of ve-
hicle guideway roughness. The first investigation using DFT meth-
ods was performed by Houbolt and his associates on airport runways
[3,4]. A consistent pattern was observed to characterize these
early PSD's. Later investigations would reveal that this pattern
applies to guideways and surfaces generally [5}.

Shortly thereafter, PSD's were used to study the 1rregu1ar1-
ties of railway track. The earliest investigations were performed
by Gilchrist of British Rail [6] in support of Wickens' vehicle
dynamic research [7]. Unfortunately, automated digital data col-
lection systems for track geometry measurement did not exist at
that time. Manual survey methods were used which limited measure-
ments to track segments of relatively-short duration and which. re-
sulted in the investigation of-only four different types of track.

Recent yéars have witnessed the advent of fully instrumented
track geometry test cars such as those operated by:the Federal
Railroad Administration (FRA) [8]. These cars contain digital
data collection equipment and magnetic tape storage capability
which make possible the collection, storage, and cataloging of
data from a variety of track types.

Precautions

The use and interpretation of PSD data deserve some comment.
Some points that are quite important are:

e The PSD suppresses phase information. Therefore, it
never can be useful for pinpointing specific track defects
of an event nature. Nor is it alone a reliable indicator
of when a track is in need .of repairs [9].

e When the ‘input process is random, the PSD is an estimator
of the process statistics. The PSD itself is a distrib-
uted random variable, even when the input is stationary.
The standard error of a single PSD ordlnate can be of the
order of the ordinate itself [10].

e To reduce the variance of the PSD estimators, the averag-
ing of several such PSD's from comsecutive track geometry
records is.done [11]. This requires that the track sta-
tistics be stationary over all intervals so averaged.

e To further reduce the variance of the PSD estimators, sev-
eral adjacent frequency bands are averaged together [11].
This has- the effect of reducing the frequency resolution.
This is not a serious problem since higher resolution pro-
duces a jagged spectrum whose salient features are ob-
scured [10].

e Proper handling of the data requires that long-term
biases and trends in the data be removed. A number of
signal-processing techniques are available to do this
[5,12]. Tailure to remove these biases and trends can
Tesult in spectral noise components that mask the track
geometry variations. )

THE PSD AS A TRACK DIAGNOSTIC

There are three basic processes associated with the irregu-
larity of a homogeneous segment of railway track [13]. These are:



e A periodic déterministic process
° A‘stationary random process
e A modulated periodic deterministic process

The first and third of these derive from the periodic nature of
the rail which is made up of 11.9-m (39-ft) segments.

Each of the above processes contributes in a unique way to the
vehicle dynamics and to the degradation of railway track. There-
fore, the usefulness of the PSD as a diagnostic tool is greatly
enhanced by its ability to separate and quantify the three pro-
cesses. To-do this, it is first necessary to understand how the
individual processes contribute to the PSD, and how they combine
to produce a composite PSD.

This is indeed a reasonable objective if there-are common
properties peculiar to all PSD's. In the course of this investi-
gation as well as those of others, the PSD patterns from divergent
types of railway track have been studied. These have included
smooth high-speed and rough branchline track, joint-bar connected
and continuous welded rail (CWR), new construction, well maintained
older construction, and poorly maintained older construction. De-
spite this wide range of conditions, a consistent pattern emerges
in PSD's of track geometry.

Basic Processes
Periodic Deterministic

The first of the processes was identified as a periodic deter-
ministic one. The principal source of this irregularity in railway
track is the segmented nature of rail. In profile, the distortion
that has been historically associated with the periodic ‘process is
known as a rectified sine wave (RSW) [14], whose shape is shown in
Figure 1. The amplitude is defined as B, and values as large as
7.6 cm (3 in.) have been reported. Evidence of this shape is found
even on CWR.

The deterministic process shows up in the PSD as a series
of very narrow lines. For a true periodic deterministic process,
these lines are arbitrarily narrow and infinitely high, but they
contain an area that is proportional to their line strength (or
power). In practice, the PSD has limited frequency resolution.
This results. in a broadening of the spectral lines and a reduction
in the amplitudes. This happens in such a way that the area en-
veloped by the line is a constant.

The phenomenon of line broadening is illustrated by the three
drawings of Figure 2. Figure 2(a) shows the line spqctrum associ-
ated with an ideal per1od1c deterministic process. The frequency
resolution of the PSD is shown in Figure 2(b). This resolution
interacts with the line spectrum to yield the resultant in Figure

PEAK AMPLITUDE, B
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Fig. 1. Salient features of rectified sine
wave periodic deterministic process
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2(c). Note that a broad resolution results in considerable smear-
ing and overlapping of the spectral lines. This is illustrated by
the dotted curves in both Figures 2(b) and 2(c).

The RSW is a -harmonic process (that is, the line elements
occur at frequenc1es, o, 205, 3¢ etc. ¢o is the fundamental
frequency in cycles/meter. It glnes the basic repetition rate
of the periodic geometry. The émplltude of each component is
given as follows:

Bn = strength of the component at frequency né,
= 2B . =
Bn = (ll—nz——_——m s N 1, 2, 3... (1)

The PSD processes such discrete frequency components in a
mean square sense. In other words, the area under the spread-out
spectral line is the mean square level of the equivalent sinusoid.
Thus the spectral strength Qn is given by

el
&

Qn = %an =2 4n B- 1)w (2)
Values for the first two components are

Q 2

Q

Stationary Random

]

2.25 x 10°%8% (11.9-m wavelength)

9.00 x 1074 B% (5.95-m wavelength)

Independent of the periodic processes that occur in railway
track is an underlying random irregularity in the rail which de-
rives from a variety of sources. Initially, when the track is .
laid, the causes of surface roughness are imperfeCtions in the
r0111ng process and irregularities introduced in the rail during
laying. Later on, these undulations combine with vertical and
lateral train dynamics and with variability in the track support
medium to ¢cause additional development in the random behavior.

The PSD associated with the random behavior of railway track
. can be expected to be a smooth function of frequency, devoid of any

substantial peaks or dips. Such a spectrum (shown in Figure 3) is
known as a continuum. Kendall and Stuart {[10] point out that es-
timates of such a spectrum can be very jagged unless some form of
smoothing or averaging is performed to reduce the variability
of the spectral ordinate. An averaging procéss involving several
miles of data accomplishes this smoothlng Several adjacent fre-
quency lines are also combined to achieve further reduction in
ordinate variance [11].
' Early researchers quickly realized that the PSD for the ran-
dom behavior of man-made surfaces could be represented by [4,9]:

|>

5,(0) = A5 ' (3)

<

where:

S (¢) is the PSD for vertlcal profile having units of
(mZ/cycle/m)
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Fig. 3. PSD of random process

¢ is frequency in (cycle/m)

A is_a constant that describes the surface roughness
(m2/cycle/m)

This form is found to describe the random behavior in a wide range
of guideways including railway track, highways, and airport run-
ways. It is generally valid over the wavelengths that are of
dynamic importance to the respective -system and speed ranges.
Typical values of A for rail surface are:

. 10-8 mz/cycle/m for very smooth surfaces
o 1076 mz/cycle/m for very rough surfaces

In dealing with railway PSD's, we have found that the above
form is quite satisfactory for wavelengths-longer than 6 m.
Somewhere in this range, there is a transition to a faster rate
of roll-off for shortér wavelengths. If ¢c is designated as the
transition frequency, then the PSD format that best represents
random railway track behavior in both profile and alignment is
given by : -

:7 , 0<0<6

5,(0) = (4
yA A¢c2
— > 9 o<

The physical explanation of this change in behavior is as fol-
lows. For low frequencies, track wandering is limited by survey .
accuracy. This accuracy decreases with increasing wavelength,
which accounts for the A/¢Z relationship. ¢, the stiffness of
the rail, limits the amount of irregularity in line and surface
for these shorter wavelengths. The rail is free to do a limited
random walk. It is restricted by the long wavelength adherence to
the survey baseline ‘and by the short wavelength memory of direction.

For very long wavelengths (100 m or more), the design charac-
teristics of the track become important. Since these are either
compatible with or unimportant to vehicle dynamics and ride comfort



requirements, it is not necessary to consider them in a statisti-
cal senge. For convenience, and without prejudice to the model,
" the A/¢% behavior is retained for these very low frequencies.

Modulated Periodic

Modulation of a periodic process results in a reshaping of
the narrow spectral lines associated with the periodic determin-
istic process. Experience with railway track PSD's indicates that
.several different types of modulation signatures are possible.
These are:

e Simple broadening ) .
¢ Development of a single sideband
e Development of symmetrical sidebands

An example of simple broadening of the spectral line is shown
in Figure 4(a). The figure depicts spreading above and beyond the
degree expected from the PSD resolution previously discussed. This
spreading may result from a random uncorrelated distribution of the
depressions at rail joints. An example is shown in Figure 5(a).
Alternatively, it can derive from the more correlated onset and
cessation of the rectified sine wave pattern as shown in Figure
5(b), where the permanent way includes alternate cut and fill,
bridges, -or a subgrade with widely varying geology.

Unfortundately, the PSD cannot distinguish between these two
extreme cases, but railway vehicles can. In the correlated exam-
ple, five cycles of a large amplitude-rectified sine wave are
grouped together. This is more serious than the same distribu-
tion of dips uniformly spread out over, say, 20 joints, where
intervening joint deviations are much smaller. The former is
capable of setting up rock and roll in a.consist running at the
resonant speed, which can result in wheel-1lift derailment.

The other two modulation. signatures prevalent in PSD's are
shown in Figures 4(b) and 4(c). Both have an interesting origin.
Prior to 1939, the standard rail length in the United States was
10 m (33 ft). When the rail is replaced with the current 11.9-m
(39-ft) standard, the 10-m wavelength appears in the PSD's of this
track. The theory is that the 10-m rail experienced the same prob-
lem of rail joint weakness and that the attendant rectified sine
wave works its way into the ballast and subgrades. Hence, the term
"ballast memory' was -attached to this phenomenon.

Té illustrate the implications of ballast memory, consider
the illustrations of Figure 6. Figure 6(a) shows the fundamental
component of the 10-m rectified sine wave that is left behind,
even after reworking of the ballast and the subgrade. Figure 6(b}
displays the rectified sine wave shape that is assumed by the new
rail. The latter combines linearly or nonlinearly to produce.the
patterns in Figures 6(c) and .6(d). .

For the linear combination, no new frequencies are produced.
The spectrum will show lines corresponding to the 10-m wavelength,
and to the 11.9-m wavelength and its harmonics. - Based on limited
experience with this type of PSD signature, the linear combination
appears’ to result when CWR is the replacement. ‘

The nonlinear interaction process is set up as follows. The
severity of the low joints on the 11.9-m rail is greatest where the-
joint falls at a 10-m low spot. This is a true modulation process,
where the carricer frequency is ¢4, corresponding to the 11.9-m wave-
length. The modulation [requency e corresponds to the difference
between the two fundamental frequencies:

v
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(a). Depressions are random and uncorrelated from joint to joint
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(b) Depressions are correlated from joint to joint

Fig. 5. Extreme examples of modulation resulting in spectral
broadening

(a) RSW pattern for original 10-m rail

(b) Smoothed RSW (fundamental) left in reworked ballast
and subgrade : :

(d) Linear ballast memory interaction

(e) Nonlinear ballast memory interaction

Fig. 6. Mecchanisms for producing linear and nonlinear interactions
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. _
€ = 15,0 TI.9 - 5.5 (cycles/m) - (3)

€ is illustrated in Figure 6(e) by the dotted line envelope. Two
symmetrical sidebands are produced at frequencies ¢o+e and ¢4-¢€,
as shown by the PSD in Figure 4(c). This modulation appears to re-
sult when joint bars in new rail have had an opportunity to loosen.
Both Figures 5 and 6 reveal that broadening due to modulation
processes imply higher peak levels of quasi-periodic behavior than
the simple interpretation of line energy indicates. Caution is
required in evaluating these broadened PSD!s. For example, Equa-
tion (2) may not be valid as the estimator of the effective value
of B for a selection of track.

Method for Analyzing Composite PSD's

The PSD that is actually encountered does not resemble the
simplified illustrations shown in Figures 3 and 4. Instead, it
is a composite that includes contributions from all three basic
processes. To use the PSD as a diagnostic tool, it is necessary
to extract each of the basic processes from the combination.

One way .of doing this analysis is to assume that all periodic
processes are independent of the random process. When this assump-
tion is involved, the PSD's of the independent processes become ad-
ditive. The relationship between the periodic, the random, and
the composite PSD's is jllustrated by Figure 7(a).

Most PSD's generated from the data of the FRA track geometry
cars are in log-log format as shown in Figure 7(b). In this rep-~

" resentation, the logarithm of the amplitude is plotted against the

. logarithm of the frequency. This has the advantage that power-law
relationships show up as straight-line segments. However, the sep-
aration of independent processes is more difficult.

The cases. of the modulated periodic' and periodic deterministic:
processes are obviously correlated. The procedure followed is to
group them together and then treat both as being independent of the
random stationary process. Then the specific nature of the modu-
lation is extracted from composite spectra by examination of the:
line shape at frequency-¢o. : ‘ o

Examples Using Real Data:

. ~

Figure 8 shows six examples of PSD's generated from actual
profile data. Four were chosen because they represent the full . .
range of characteristics described previously. The fifth is in-
cluded because it shows a section of very rough track constructed
from 10-m rail. The sixth is illustrative of new construction:

They will be used to demonstrate how the values of A, B, and ¢,
are extracted. ,

The first step in each case is to determine the stationary
random PSD. This is done by a pair of straight-line fits to the
data which are represented by a series of solid dots. During this
procedure, it.is necessary to avoid data in the neighborhood of
known peaks at-¢,, 2¢5, 390, etc. Since ¢. usually lies between
¢o and 2¢p, lower frequency data points are used to establish_the
best fit for a line of slope -2. This corresponds to the A/ 2 part
of the PSD. A similar procedure is used on the higher frequency
part of the data using a line of slope -4. - Their point of inter- .
section defines frequency ¢.. The value of A can be determined
graphically be extending the slope -2 line and noticing its ordinate
at a frequency of 1 cycle/m. Alternatively, it can be computed
using Equation (3) by substituting. the ordinate and the abscissa
of any point lying on the slope -2 line.
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By virtue of the assumed independence of the periodic and
random behavior, the PSD's add linearly. This fact is used
to generate the data points indicated by the symbol x. The peak
shape is shown by connecting the points with a dotted line. To
keep the analysis simple, only the peak at ¢, is analyzed. Fur-
ther analysis of the peak makes use of some helpful rules from
electrical engineering as illustrated in Figure 9. First, the
maximum ordinate of the peak is defined, and its value is Cj.

The bandwidth of the peak B is defined at the level 1. .. Then
the power in the peak is given by ch
Q; = 8Cy | (6)
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Flnally, Equatlon (2) is inverted to evaluate B using Q
above. This gives . ~

- 1 .
B = 3m\ 58C; (M

The. scheme described above was used to extract the values of
A, ¢-, and B from a number of PSD's 1nc1ud1ng those shown in Fig-
ure 8. These results are summarized in Table 1. Other salient
features of these track sections, such as the value of ¢, and ap-
propriate comments, are also noted. Intermediate parameters C
and B are also listed. °

USING THE PSD AS A TRACK CLASSIFIER

In a previous paper [15], the use of the PSD as a classifier
was examined. It combined a knowledge of vehicle speed, vehicle
responses at that speed, and a ride quality specification. The
result was an indication of the acceptability or nonacceptability
of the track, the speed, and/or the vehicle dynamics. When one or-
all of these are found to be unacceptable, the result is a cost-
effective decision by management to alter one of these three fac-
tors; that is:

e Fix the track
o Eﬁﬁuce the speed
o;'Modify the vehicle -
This previous effort required a considerable amount of in-
formation that is not generally available to the track manager.
First, the response of many vehicles operating at all speeds was

needed. A PSD specification for vehicle performance was also
required. The question of analysis and interpretation must be.

“handled.

The present approach to classifying track by PSD bypasses
these obstacles. It is based on the FRA track safety standards
[16] which use the 19-m midchord offset (MCO) as a classifier.
However, this classification scheme is a PSD technique. It does’
not give the number of exceptions to the FRA standards nor does -
it indicate their location. Rather, its utilization by the track
engineer is to indicate a speed class. This m1ght be the target
level at which the railroad can economically maintain a homoge-
neous section of permanent way.

Chord Sensitivity to Surface Processes

Parameters A and B bear a direct relationship to the output
of a MCO. For chords on-the order of 10-m and longer, the range
of maximum sensitivity falls below dc For this reason the effect
of ¢c on chord output is small and its influence can be ignored.
Then, the effective PSD for the random process is given by Equa-
tion (3).

The standard deviation o of a chord that is constructed on
the A/42 spectrum is given as [4]

o(L) = 7 %AL : . (8)

where L is the chord length in meters.
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TABLE 1
SUMMARY OF RESULTS FROM GRAPHICAL ANALYSIS OF PSD'S

0 ¢ Cy 8 B

Zone - Figure 2 A o c 2 Symbo1l .
No. No. (m“/cy/m) (cy/m) (cy/m) (m"/cy/m) (cy/m) (mm) Fig. 11 Comments
. 1 N/A 1.7x1077 0.084 0.13 6.6)(1()'-5 0.012 6.4 0 W Examples of good high-speed
. 7 -5 : main line, CWR
; 2 8(c) 1.7x10 0.084 0.11 2.0x10 . 0.040 6.0 o » 3 is example of ballast
S 3 N/A 1.5x1077  0.084  0.11 3.5x107>  0.025 6.6 o | memory, CWR
S 4 N/A. 2.0x10°7  0.084 0.12  9.5x10"° 0.010 6.6 A )
S a7 -5 . Examples of fair high-speed
. ; ) N/A 2.0x10 0.084 0.13 4.5x10 0.010 4.5 A 2 main line, CWR
. 6 N/A 1.5x10°7  0.084 0.12 2.8x10°° 0.016 4.8 A
" - 7 8(a)  5.0x1077 0.084  0.13 2.5x10°% 0.010 11.0 O ) CExamples of fair high-speed
7 -4 main line, joint bar connected
8 N/A 3.0x10 - 0.084 0.14 1.5x10 0.016 11.0 a
-7 -5 ‘ 7 is example of very narrow
9 N/A 2:5x10 0.084 0.11 8.0x10 0.010 6.0 o j peak, 11.9-m wavelength
10 8(b) 5.0x1077  0.084 0.10 1.0x10”% 0.040 13.5 X Example of simple broadenlng,
: ’ joint bar connected
11 8(d) 1.4.\'10-7 0.084 0.18 3.2x10_5 0.060 9.5 X Example of ballast memory,
' joint bar connected
SRR 12 8(e)  8.0x10°7 0.109 0.18 2.9x10"% o0.050 25.0 - X Example of very rough branch
e ' ) ‘ line, joint bar connected
Lk 13 8(f)  1.2x10°%  0.084 »0.25 9.5x10°% 0.010 0.8 0 Example of new CWR

A : construction




The MCO of a random process is itself a distributed random
variable. Hence, it is possible to establish a threshold ac. De-
pending on the specific nature of the distribution, there exists a
certain confidence that the threshold will not be exceeded. For

o = 3, the probability that the MCO is within the 30 bounds is:

e 0.99 for a normally distributed random variable
o 0.8 for the worst case distribution (Tchebychev inequality).

The sensitivity of the chord to the periodic components is
more complicated. To visualize why this is so, Figure 10 is pro-.
vided. It illustrates the sensitivity of the peak offset of 19-
and 9.5-m MCO's, given an 11.9-m RSW. In addition, the sensitivi-
ties of both chords to other RSW lengths commonly encountered in
practice were also computed. The results of combinations of chord
length and rail length are presented in Table 2.

These results indicate that the 9.5-m MCO has good response
characteristics to the RSW of frequently encountered rail lengths.
By contrast, the 19-m MCO has' a highly variable response, being,
partially sensitive to 11.9- and 11-m RSW's and exhibiting con-
siderable attenuation on 10- and 9.1-m RSW's. ,

The seriousness of this problem is difficult to assess. Most
joint bar-connected rail is in a staggered configuration. Thus,

a low joint in one rail is accompanied by a high spot on the other.
While a series of low joints may not generate a profile exception
for the 19-m MCO, it will generate crosslevel exceptions.

Current methods in laying rail are changing this picture.
Panel track that is joint-bar connected and that has no stagger
at all is becoming popular. In conventional track laying, stagger
is avoided or reduced in order to control the rock and roll prob-
lem. In this scenario, crosslevel is not a reliable tool for de-
tecting.low joints that are missed by the 19-m MCO.

PEAK AMPLITUDE ’ 9.5mMCO

RECTIFIED SINE WAVE=8, . PEAK VALUE —~19mMCO
[ 55m MC'O=.9iB/
L :

V4

" PEAK VALUE -}‘_' L9 m —ef
19m MCO=.608X "

Fig. 10. Peak sensitivities of 19-m and 9.5-m MCO's
to rectified sine wave

-TABLE 2

CHORD SENSITIVITY TO RECTIFIED SINE WAVE (RSW):
CHORD LENGTH VERSUS RAIL LENGTH

MCO 11.9-m RSW 11-m RSW 10-m RSW 9.1-m RSW
9.5 m 0.95 N.98 1.00 1.00
10.4 m 0.99 1.00 1.00 0.99

19 m 0.60 0.42 0.19 0.10 ¢



Because of modulation effects, severity of low joints is a
statistically distributed variable. The effective peak value of
a RSW on the 19-m MCO will be given by yB. vy is a constant that
gives a certain confidence that the 19-m MCO will not exceed yB.
Tt includes the effect of chord sensitivity. 1In this discussion
a value of y = 2 is chosen.

Classification Method

Since the two processes are independent, their variances
add, and the classification scheme is given by

(ol ? + ;2 < ) | NG)

Dm(L) is the exception level for the chord of length L and a track
of class m. Using L = 19 m, and the values of a and y assigned
above,

2754A + 482 ¢ p (19 ™ ‘ (10)

Introducing -values of Dm(19) from the FRA track safety standards
can be used to classify the track.

On a graph of A versus B, Equation (10) produces a family
of six curves that define the boundaries for the six classes of
track. These are shown in Figure 11. A straight line intersects
these curves. Points falling to the left of this line have a pre-
ponderance of random behavior. Points falling to the right have
a greater amount of periodic behavior.

RESULTS AND. CONCLUSIONS

Using the graphical method of Figure 11, the track sections
were classified. .These results are summarized in Table 3 along
with the railroad's assignment of track class. Observations and
conclusions drawn from this table include: -

e Where correct data is available, there is good agreement
between the railroad classifications and the classifi-
cations assigned by Figure 11.

¢. Between the time of survey and the railroad assignment
of Class 6, Zones 3 and 4 had extensive ballast, tie,
and resurfacing work. Reliable estimates of previous
speed limit or classification could not be found.

e Zones 7 and 8 were classified in the lower range of Class
5, while their actual classification by the railroad is
Class 4. Following the philosophy developed in this
paper, these sections could be upgraded to Class 5 with
only minor work on ballast, ties, and surfaces.

e All points tended to cluster near the line of -equal A
and B behavior. Thus, degradation in the random compo-
nent is accompanied by a deterioration in the periodic
process.

e On the average, joint bar-connected rail sections exhi-

bited higher B behavior than A behavior. 'The converse
was true of CWR.
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TABLE 3

SUMMARY OF CLASSIFICATION SCHEME OF FIGURE 11
VERSUS RAILROAD ASSIGNED CLASS

Railroad . Classification
Zone No. Classification by Figure 11 Comments

1 Class 5 (145 kmh) Class 5

2 Class 5 (145 kmh) Class 5

3 .Class.6 (177 kmh) Class 5 Railroad classifica-

: . ‘tion does not apply at
time of survey. Ear-
lier figures are not

: available.

4 Class 5 (145 kmh) Class 5 :

5 Class 6 (177 kmh) Class 5 Railroad classifica-
tion does not apply at
time of survey. Ear-

' ) - lier figures are not A
. available.

6 Class 5 (145 kmh) Class 5+

7. Class 4 (129 kmh) Class 5-

8 Class 4 (129 kmh) Class 5- .

9 Class 5 (145 kmh) "Class §

10 Class 4 (129 kmh) . Class 4
11~ Class 5 (145 kmh) Class §
12 Class 2 (48 kmh) Class 2
13 Class 4 (129 kmh) Class 6+ Speed limited by

curves. Has been used
in special tests to
200 kmh.

" The PSD's analyzed in this paper were drawn from .some of the
earlier catalogs of track geometry data. While some effort was
, exerted to get a broad coverage of track types and classes, most
S of the zones studied ended up as Class 5. We are continuing an
investigation of this technique using more recent track geometry
data. This data, in turn, can be cross-checked against more re- .
liable railroad estimates of track class. [~
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REFERENCE 67 = 1

Performance-Based Track-Quality Measures and

Their Application to Maintenance-of-Way Planning

J.C. CORBIN AND A.E. FAZIO

A methodology for obtaining quantitative measures of track quality based on
rail-vehicle performance is described. Loaded-track geometry is treated as the
driving impetus for vehicle dynamic response, 1t is interpreted in terms of sys-
tem failure, which in turn is linked to basic maintenance requirements. In this
treatment, the failure mode is restricted to high probability of derailment. This
is felt to be an appropriate criterion since it drives the track-maintenance pro-
grams of most eastern freight railroads; however, this methodology couid be
used to evaluate track guality according to some other criterion, e.qg., rider
comfort. Given this framework, the benefits associated with various types of
track maintenance can be analytically evaluated according to their respective
costs. In addition, the relative contributions of various track degraders {e.g.,
heavy cars) can be measured and the appropriate charges made to shippers who
use these vehicles.

To date, there exist no widely accepted numerical
estimators of railroad track quality (1,2). This is
quite surprising, since it has been believed for
some time that a quantitative measure of track
quality would permit railroad managements to allo-
cate scarce maintenance-of-way resources and funds
(3,4). More recently, new developments have added
impetus to the effort to find measures that will be
accepted by the railroad community. Mergers and

acquisitions are making it difficult for management .

to be familiar with the condition and maintenance
needs of the enlarged systems. The deregqulation of
the railroads makes it mandatory that realistic
estimates of users' costs be developed. This is
particularly true of that cost component associated
with track maintenance and degradation.

Numerical estimators of track quality exist and
can be classified according to the method by which
they are derived (5). They include

1. Observations of track's structural parameters,
such as defective ties, drainage condition, rail
size, and rail condition;

2. Measurements of track deflection, such as
those obtained by the Decarotor (6), which are used
to make inferences regarding track strength; and

3. Measurements of loaded-track geometry as
obtained by using an automated track survey vehicle
(7).

Such raw data as those generated by the above
methods may be quite numerous--as many as 10 000
data values per kilometer per parameter. Hence,
they are often converted into more-tractable compact
summaries that represent track condition over, say,
a l-km interval. Examples would be defective ties
per kilometer, averade track strength over a l-km
interval, or standard deviations of track gage over
a l-kim interval. Expressed in this form, the sum-
maries are called track-gquality indices (TQIs).

A number of planning models have been developed
and proposed for implementation by the railroads.
The input consists of a specific set of TQIs, and
the output is an allocation schedule for maintenance
resources. Such models have been derived by using
empirical formulations (8), regression analyses (9),
and the calculus of variations. All the planning
models assume that the TQIs are valid, that the
indices are objective summariés of track condition,
and that they are minimally affected by noise,
statistical sampling uncertainty, and other extra-
neous influences.

DEFINITION OF TRACK QUALITY

The design of a parametric measure of track condi-
tion has as its point of departure a general defini-
tion of what is meant by track quality. Good track
shall be considered to be that which can support
desired train movement for at least some time after
the quality has been determined. Implicit in this
statement are two important concepts:

1. The classification of the track (good or poor)
cannot be made independently of the type of service
to be provided by that track. Thus, development of
a measure of track guality requires analysis of the
entire system, which includes vehicle configuration
and speed as well as track characteristics. One
might expect that the measure of track that applies
to track that supports movement of mixed freight at
60 km/h would be quite different from that which
applies to passenger operations at 120 km/h.

2. A careful distinction must be made between
instantaneous measurement of track quality, which
relates to the present ability of the track to
support the desired train movement, and the rate of
change of track quality, which relates to the future
ability of the track to support the desired train
movement . Parameters that are good measures of
track guality may provide little or no indication of
the rate of change in track quality. However, many
factors that are now used to estimate track quality
provide excellent indicators of this rate of change.

The vehicle can be modeled as a predetermined
mathematical operator whose input is displacement.
If the velocity of the vehicle is known, this dis-
Placement can be expressed as a function of time and
is shown as z(t) in Figure 1. The displacement of
the wheel set (assuming that there is no wheel lift)
is the loaded-track geometry. The vehicle model,
i.e., the mathematical operator or filter, operates
on z(t) to determine displacement x(t) and force
g(t) at various points in the vehicle. The equation
of motion, to solve for x(t) and y(t) in terms of
input z(t) ‘is as follows:

R
M(d?y/dt?) + bedxdt) + kx =0 )

where y(t) = x(t) + z(t) and the other terms are
defined in Figure 1. Use Equation 1 together with
the following equation to solve for force g(t) into
the wheel set:

g1 = m(d2z/di?) - b(dx/dt) - kx )

For a specific model and vehicle, the validity of
predicted responses can be ascertained by tests.
Varying degrees of scphistication are possible;
however, for the purposes of this illustrative
exercise, the simple linear model of Figure 1 is
used. The methodology described in this paper is
being pursued under a Federal Railroad Administra-
tion (FRA) contract by using a more-appropriate
model.
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Figure 1. Simplified vehicle dynamic model,
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DEFINITION OF PERFORMANCE-BASED TRACK-GEOMETRY
DESCRIPTOR

Immediate or instantaneous performance is determined
on the basis of observed accelerations, relative

displacements in the vehicle components, and force

levels transmitted through vehicle and track mem-
bers. These can be related to derailment potential,
fatigue of track and vehicle components, lading
damage, and ride comfort. This is not a new con-
cept--it has served as the basis of numerous pre-
vious dynahic investigations the goal of which was
to relate geometry variations to vehicle behavior
{(10) . This study differs from others in the follow-
ing key aspects:

1. No a priori assumptiohs 4dre made as to the
nature of the track-geometry input.

2. Simple 1linear models are used to obtain the
salient response modes of a given vehicle to track-
geometry perturbations.

3. These response modes are converted to the
frequency domain. There the response signature is
inverted to ascertain what maximum magnitude of
track-geometry perturbation may be permitted in
order to keep the vehicle response within acceptable
limits. Since the conversion from spatial to tem-
poral frequency depends on vehicle speed, the ve-
hicle response and inversion must be performed for
all speeds up to and including posted track speed.
Since the track must be maintained to permit trains
to operate at all speeds up to track speed, the

worst-permissible geometry perturbation (i.e., that

which Jjust causes the 1limiting wvehicle response)
must be found for each wavelength. These worst-per-
missible perturbations for each wavelength define an
envelope that idertifies the maximum amplitude of
the geometry perturbations for each wavelength.
Track must be maintained' within this envelope in
order to restrict vehicle behavior to the limiting
response levels. ’

4. The final envelope so obtained for a given
track speed is used to define the filter that pro—
cesses track geometry to relate excessive variations
in geometry to excessive responses in vehicles. For
bidirectional traffic, this filter has either a
symmetric or antisymmetric impulse response, depend-
ing on the response mode examined. R

5. The filter defined by the enveloping procedure
has a finite number of free parameters (at least
three, at the most four) that can be adjusted to

Inertial Reference Line

account for more-detailed and more-accurate models
of vehicles. Alternatively, these free parameters

" can be adjusted on the basis of full-scale vehicle

tests on special track sections or on shakers.

Alternatively, performance-based track-geometry
descriptors (PBTGDs) can be extended to include
high-speed passenger service 1in which passenger
comfort is an added criterion. The undesired ve=
hicle response would be that which results in exces-

. sive levels of acceleration experienced by a rider

in the'vehicle.

As cited in the introduction, the vehicle model
that will be used to illustrate this approach to
formulating a PBTGD of track quality will  be ex-
tremely simple. The vehicle's configuration is that
of point mass M suspended by a linear spring-damper
combination that has spring constant k and damping
coefficient b. It is driven by geometry perturba-
tions z(t) that act on a wheel that has mass m.
This model is that schematized in Figure 1.

DEVELOPMENT OF PBTGDs BY USING SIMPLE VEHICLE MCDEL

Long-Wavelength Control

Typical rail vehicles have bump stops and other
nonlinear constraining elements. When the relative
displacement between M ' and m reaches critical
levels; this implies that certain undesirable re-
sponses are occurring in the vehicle~track system.
For example, large wupward displacements in the
suspension may indicate that the vertical forces
vanish so that wheel lift may result. In the hori-
zontal direction, large displacements may -indicate
that bump stops are engaged and direct coupling
occurs between M and m, which results in large’
lateral forces at .the contact zone between the wheel
and the rail. Therefore, one measure of derailment
tendency for this simple model is the. relative
displacement between M and m. The egquations of
motion for the relative digplacement between M and m
are as follows: '

M(d?x/dt?) + bidx/dt) + kx = M(d3z/dt?) 3)

where
z = z(t) = inertial track-geometry input as a
function of time ¢,
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y = y{t) = inertial response of mass m as a func-
tion of t, and.
x = x(t) = relative displacement between M and m
as a function of t = y(t) - z(t).
IX(6)Z(9) 12 = vie* [v*o* + 2(2p? - 1V (£)29? + (£)*] (4)
where

f = temporal frequency (Hz),
v = forward speed,
¢ = spatial frequency (cycles/km) = f/v,
Z(¢) = Fourier transform of track-geometry input
(time to spatial frequency),
X{¢) = Fourier transform of relative displace-
ment,
f' = resonant frequency: (£'}2 = k/((2x)?2
X M], and

21

For a resonance of 0.5 Hz, a damping factor of
0.2, and a speed of 100 km/h, the response charac-
teristic shown by the line in Figure 2 is produced.
It is characterized by a concentrated peak at a
wavelength of 55 m, which tapers off at unit gain (1
cm input = 1 cm relative displacement output) for
wavelengths shorter than resonance and which rolls
off dramatically at wavelengths longer than reso-~
nance.

The transmissibility can be inverted to prescribe
the peak value of geometry input that produces a
fixed acceptable 1level of relative displacement.
The track geometry that causes 2.54 cm of relative
displacement in the same vehicle that travels 100
km/h is shown by the curve in Figure 3. Reducing
the vehicle's forward speed produces additional
curves, indicated by appropriately labeled broken
lines in Figure 4, and these serve to illustrate the

p = damping factor: p?! = b?/(4kM). enveloping procedure for 100-km/h track. The en=-
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Figure 4, Enveloping for track speeds up to 100 km/h.
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velope that results from varying the speed over all
speeds through 100 km/h is shown by a solid line.

The enveloping procedure 1is repeated to get the
PBTGD for other track speeds. The result is the
family of curves shown in Figure 5. ([Note that the
ordinate of Figure 5 has been shifted in anticipa-
tion of some numerical results from a study by the
Transportation Systems Center (TSC) to be discussed
later.] Aside from the issue of scale, these curves
exhibit the following salient features:

1. They are characterized by the need to maintain
the track-geometry perturbations at a constant level
of amplitude that extends from the wavelength of

resonance at maximum permissible speed to arbi-
trarily short wavelengths \;
2. At longer wavelengths, the need to control

geometry amplitude

tails off dramatically and,
ultimately, the

relaxation of amplitude grows at

SPATIRL FREQUENCY, CYCLES PER NETER

» %

.

A? in the long-wavelength limit; and

3. The initial rapidity with which control of
wavelengths longer than top-speed resonance may be
relaxed is controlled by damping factor b. -

The wavelength response characteristics of measure-
ment tools and machines used to .support track main-
tenance are such that the first feature listed above
will have the greatest impact on maintenance costs
(11,12). :

Short-Wavelength Control

The descriptor derived in the preceding section has
a mathematical form that is defined for both long
and short wavelengths. As stated in item 1 above,
the descriptor developed by 1limiting relative dis-
placement x{(t) in the vehicle permits a geometry
perturbation that has a l.6-cm amplitude for arbi-
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trarily short wavelengths. Thus, according to this
formulation, a geometry deviation that has this
amplitude and a wavelength of D.5 m is permissible.
A short-wavelength deviation of this magnitude is
clearly not acceptable to a real vehicle; it is
therefore concluded that a response mode other than
relative displacement controls the short-wavelength
input. Hence, the high-frequency dynamic force
augment at the contact zone between the wheel and
the rail is examined. Dynamic augment is defined as
the added force above static loading needed to make
all the vehicle masses follow the geometric irrequ-
larities in the track. Because of the isolation
between mass components provided by spring in the
suspension system, the effective mass loading at the
¢ontact zone between the wheel and the rail can vary
significantly as a function of frequency, speed, and
suspension parameters. This component of vehicle
performance contributes to high derailment tendency
through accelerated wear, fatigue, and flaw growth
in both the rail and the vehicle components.

The vehicle model used for illustrative purposes
is still that shown in Figure 1, but now spring and
damping constants appropriate for vehicle response
to profile and alignment geometry perturbations are
used. For typical mixed freight that responds to
profile, the unsprung mass becomes that part of a
wheel set and side frame seen at one wheel, and the
spring mass becomes that share of bolster, car body,
and lading load applied to one wheel. The pertinent
parameters and equation of motion are given below:

M(d2g/dt?) + b(dg/dt) + kg = Mm(d*z/dt*) + (M + m)b(d3z/dt?)
+ (M + mik(d?z/de?) (5)

Figure 6. Allowed profile deviations based on static plus dynamic wheel
joad < 143 kN enveloped for 100-km/h operation.
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where g = g(t) = force transmitted across wheel-rail
contact zone and other terms were defined earlier.

IG(¢|IZ(O)12 = (Jn)dlnlv"o-) [v4¢0 4 :(:q 2 _ ”vl(r';)‘:"z + (fn)dl

= ¥t + 202p7 - 1WA 0% + (1)*] ()
where
G(¢) = Fourier transform of wheel-rail force,
g? = (1 + r)p? = effective damping factor
for numerator transition,
(€")2 = (1 + r) (f')? = effective resonant

frequency for numerator transition, and
r = M/m = ratio of sprung to unsprung mass. .

The associated performance-based envelope for

this response mode is again developed by inverting

the transmissibility. This envelope prescribes the
extent to which geometry variations must be con-
trolled in order to keep the dynamic augment plus
static wheel load less than 143 kN--a value chosen
for 1illustrative purposes only. The results of
using this performance criterion for a variety of
operating speeds are shown in Figure 6. Note that
the curves do not interpenetrate each other as speed
is changed (as they did in Figure 4), so the en-
velope for a given track speed is the vehicle re-
quirement when it is running at that speed.

Control of Combination of Short and Long Wavelengths

The total performance requirements of the vehicle
are now obtained by combining the results of Figures
5 and 6. The principle used is that the resultant
envelope for a given track speed is the envelope of
the envelopes obtained for all the different failure
modes for that speed.

On this basis, the family of curves shown in
Figure 7 1is obtained. For the speed regime dis-
played in Figure 7, the following observations are
made :

1. For long wavelengths (>100 m) the amplitudes
can increase dramatically and ultimately approach a

A-characteristic;

2. For' intermediate wavelengths, the level of
control is constant; and

3. For short wavelengths (<7 m) progressively
greater levels of control are needed; this increas-
ing control also approaches a A?=-characteristic.

The Figure 7 control characteristics can be
séuated so that they can be interpreted as power
levels O€ . allowed geometry deviations. In this
form, they can be compared with empirical and ana-
lytical representations of the power spectral den-
sity (PSD) of rail profile as is done for 64-km/h
track and shown in Figure 8 [based on a study con-
ducted for TSC (l3)]). When this is done, it is
observed that the control properties of the PBTGD
produce geometry variations in profile the power
content of which resembles that of existing track.
This is a key resuylt since (a) no a priori assump-
tions were made with respect to the track input; yet
(b) safe vehicle performance does not require a
track the PSD of which is materially different from
that found for existing track. Stated another way,
existing track structure has geometry variations the
form of which is suited to vehicle performance.

TSC has investigated freight-car roll response to
cross-level input (l14). Based on preliminary find-
ings, the lowest (worst-case) roll resonance is of
the order of 0.5 Hz, and wavelengths shorter than
resonance must be held to 1.6 cm. This is the
rationale for the scaling on the ordinate of Figure
S.
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Figure 7. Allowed profile deviations for several track speeds when harmonic-
roil and wheel-load requirements are combined.
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Figure 8. Overlay of allowed profile deviations for 64-km/h
track with a PSD generated by 64-km/h track (vertical scale
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Transportation Research Record 802

It should be noted that this descriptor differs
from those currently used in two key aspects:

1. The wavelength response of the new descriptor
varies with track speed, whereas the wavelength
response of current descriptors (warp of a given
length) is constant with respect to track speed; and

2. The comparison threshold of current descrip-
tors varies with respect to track speed, whereas the
comparison threshold of this descriptor remains
fixed.

EXTENSION TO REAL VEHICLES AND MORE-ELABORATE MODELS

It is hypothesized here that these salient charac-
teristics outlined above are ascribable to all
vehicle models regardless of how complex or non-
linear they may be. 1In other words, long-wavelength
performance is such that the amplitudes of geometry
deviations must be maintained constant. The longest
wavelength for which this must be done is determined
by track speed. The nature of maintenance machines
and practices is such that roll-off or relaxation of
control over longer wavelengths is not critical.
This hypothesis states that the curves in Figure 4
are not restricted to a simple linear model and that
they can be applied to more-elaborate and represen-
tative nonlinear vehicle models. This hypothesis is
being tested as part of a research project sponsored
by FRA and Consolidated Rail Corporation (Conrail)
in which this methodology will be applied to more-
accurate vehicle models to determine effective
threshold and resonances for four specific freight
vehicles. The validation will be conducted as
follows.

First, a single sine-wave track-geometry input
will be tested. The amplitude will be adjusted so
that it complies with descriptor requirements.
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/
Emphasis will be on frequencies near key vehicle
body resonances and for various phase relationships
that are input at each end of the vehicle.

Following this, the vehicle model will be sub-
jected to pairs of sine waves of different fre-
quencies the combined magnitude of which does not
exceed the descriptor requirement. The two frequen-
cies, f£; and f,, are chosen on the basis that
they are related as a rational harmonic, i.e..,

In fy =nsyfyl < pf* ()

where n; and n, are integers, p is the damping
factor, and £' is the resonant frequency.

PERFORMANCE-BASED TRACK-QUALITY INDICES

TQIs as Summaries of PBTGDs

The PBTGD provides a mapping - between the track
geometry. at a point and vehicle performance. The
PBTGD generates as many data values as are recorded
by the geometry car. For FRA's T-6 vehicle, this
means that there will be more than 5000 values for
the PBTGD per kilometer of track. This is clearly
far too much data to be of use in long-range track
maintenance planning. Although a section-gang
foreman, who is responsible for the daily upkeep of,
say, 8l km of track, would be interested in each
value of the PBTGD, an engineer or planner who has a
wider responsibility requires some type of statis-
tical summary that is representative of track qual-
ity over large track segments. Such summary statis-
tics, as mentioned earlier, are defined as TQIs.
Deriving the TQIs from PBTGDs allows the former to
be interpreted as indicative of vehicle performance.

Types of Summaries

Both root-mean-square (RMS) and exception-type
statistics have been used as TQIs; however, by 1980,
only Southern Railway had formulated a TQI that
could be called performance-based (B8). The most
significant drawback of RMS-type TQIs (mean, stan-
- dard deviation, etc.) is that information regarding
discrete geometry deviations is totally suppressed,
but when these deviations are not directly linked to
poor vehicle performance, their retention is not
critical. Concurrently, the use of a rank-order TQI
requires the definition of one or more thresholds of
acceptability for the magnitude of the geometry
deviations. With the exception of track gauge (and

Southern's thresholds for track warp), these levels .

have been set arbitrarily (l); i.e., they have not
had vehicle performance as their basis. Hence, in

the case of TQIs that are derivatives of PBTGDs, it

appears tavorable to use RMS statistics.

However, the situation changes when a PBTGD,
which directly relates the amplitude and wavelength
of a geometry perturbation to probability of vehicle
failure, is used as the basis for a TQI. In this
case it is desirable for the TQI to retain some
information regarding ‘particularly poor values,
i.e., high probability of derailment, of the PBTGD.
Likewise, there now exists a rationale for assigning
thresholds to be wused in formulating TQIs from
rank~order statistics.

Use of Histogram to Develop TOI

Figure 9 shows a hypothetical histogram of values
that might be developed for some PBTGD as a result
of a track-geometry survey. Each recorded value of
the PBTGD is on the histogram. Since a particular
track-geometry input evokes a definite response in
the vehicle model, failure in the model (Figure 1)
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Figure 9. Histogram of PBTGOD versus derailment probability.
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was deterministic. The transition from model be-
havior to real vehicle behavior introduces uncer-
tainties that arise in two ways:

1. For a given vehicle type, the dynamical char=-
acteristics, e.g., spring constants, will vary from
the nominal according to some probability distribu-
tion; and -

2. For a given vehicle response, the probability
of vehicle derailment is not binomial {for example,
for this study, the level of acceptable wheel-rail
force was defined as 143 kN; obviously, this does
not imply that track will always sustain a loading
of 142.9 kN and will certainly fail at a force of
143.1 kN].

In Figure 9 a hypothetical density function for
probability of vehicle derailment has been mapped
onto values of the PBTGD. In practice, this func-
tion must be estimated by using empirical tech~-
niques. This figure also indicates that there are
two hypothetical thresholds: T), which 1is. the
acceptance standard for new or rebuilt track; and
T;» which represents the threshold for immediate
spot maintenance. The latter threshold is set by
management. personnel, who determine these thresholdsg
based on what is considered to be the acceptable
risk of derailment.

Figure 9 clarifies the problems associated with
selecting a TQI. A section-gang foreman 4is in-
terested in every incident in which the PBTGD is
equal to or exceeds Tj. A TOI that suppresses
these individual locations is of no particular use.
However, a chief engineer who is planning next
season's production maintenance program would be
more interested in the -general shape of the histo-
gram (sample moments) and@ in the rate of migration
of points to the extremes. The engineer would not,

" however, be totally uninterested in the number of

peints that 1lie outside T;. This dual interest
seems to lead to a hybrid TQI, one that combines the
characteristics of RMS and exception-level statis=—
tics. For example, the critical threshold Ty
could be expressed as Ta =

X + ns, where X is the sample mean, s is the sample
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Figure 10, Viscous-biob model of track degradation
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standard deviation, and n is a pure number. The
value of n would indicate when the maintenance
program for a track segment changed from basic to
production (n will decrease as the track deterio-
rates).

TRACK DETERIORATION

Figure 10 depicts three successive PBGTD histograms,
each separated_ by a time interval, for a segment of
track that is deteriorating with accumulating time-
or tonnage. The histogram .tends to flatten, as
would a viscous blob resting on a horizontal sur-
face. The PBTGD histogram or its derivative TQIs
say little (except for the hypothesis that poor
track degrades faster than good track) about the
rate at which this flattening  process occurs. In
order to determine the rate of track deterioration
for a given level of track use,. structural charac-
teristics must be incorporated. Consider, - for
example, two contiguous track segments A and B_that
hypothetically receive identical use (annual ton-
nage, wheel-load distribution, train speed, etc.)
and@ that both have 25 percent of the ties defec-
tive. Segment A is tied and surfaced so that no
defective ties remain in the track. Simultaneously
track segment B is surfaced but none of the defec-
tive ties are replaced. The behavior of a geometric
TQI is qualitatively illustrated in Figure 19:
Shortly after the track has been surfaced, the PBTGD
histogram will indicate that the tracks are of
approximately the same gquality. (This would not be
true if segment B was excessively deteriorated. If,
for example, 60 percent of the ties were defective,
it would be difficult to surface the track prop-
erly.) Due to the defective ties in segment B, its
geometry will deteriorate more quickly than that of
segment A. The differing rates of deterioration are
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qualitatively indicated in Figure 11.

Although it is a common and expeditious assump-
tion to assume that track structure is elastic, it
is the deviation from-elastic behavior that results
in deterioration of the track surface. Nonelastic
behavior occurs primarily in the tie fastenings
(spikes) and in the ballast and subgrade. Efforts
are under way to develop constitutive relations for
track surface (6,15) that could provide the basis
for an analytical model of track-surface deteriora-
tion. Another approach, which is being pursued as-a
part of the joint FRA-Conrail maintenance-of-way
planning research program, involves the empirical
observation of the deterioration of selected revenue
trackage (3).

Many parameters have heretofore been used to
estimate track condition even though they lack a
direct relation to vehicle performance, ‘e.g., defec-
tive-tie counts. Some of these. will prove to be
excellent indicators of the rate of change of the
quality of the track surface. We are thus led to
the following scenario:

l. A purely geometric TQI, which provides a
macroscopic measure of track quality and which is a
derivative of PBTGDs, and ‘

2. A function that describes track deterioration:
as the change in this TQI, aTQl = £ (S, U, P, M),
where S is significant structural parameters (e.g.,
rail weight, track stiffness, and tie condition); U
is use factors, which include annual tonnage and its
wheel-load spectrum; P is present track quality; and
M 1is any miscellaneous parameter, e.g., unusual
rainfall.

CONCLUSION

At the risk of oversimplifying the developmental
problems, '@ framework for formulating measures of
track qualjty has been described. The method advo-
cated requiges a clear distinction between measures
of preseht .track gquality and indicators of the rate
of change of track quality. It is the thesis of
this paper that the former be made up only of data
that represent loaded-track geometry since this is
what determines the behavior of a given vehicle
traversing the track.

The actual development of PBTGDs is quite a bit
more complicated than presented here. It requires
detailed analysis of combinatorial geometry inputs,
i.e., multiple frequencies of a given deometry and
simultaneocus excitation of two geometry. inputs or
combinations of geometry deviations (16).
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ABSTRACT

7 A renewed interest during the past decade in high-speed rail trans-
portation has underlined a need for better understanding of the dynamic inter-
action between vehicle and track. Speeds in excess of 100 miles per hour tax
the presently-used rail-tie-ballast track structure in terms of long-term
stability and required track accuracy. Hence the investigation of improved
- structures with better dynamic response characteristics and greater stability
has followed in the wake of improved high-speed railcar design.

This paper presents some recent developments in analytical modeling
of railroad track structures for the study of vehicle-track dynamic inter-
action by computer simulation. A technique for describing the track structure,
. . ] which is a complex distributed-parameter system, as a lumped~parameter model
§ . of one or more degrees of freedom is developed; and the use of this model to

: generate both the "on-car' and 'trackside" response is examined. Field mea--
surements taken on mainline track of several North American railroads are
used to evaluate the accuracy and define the necessary modifications of the

computer model.

=
e

;h ) Predictions of better overall system response and long-term stability
: from this computer model have aided in the preliminary design of several new
84 track structures which are currently undergoing field evaluation.

INTRODUCTION

. g 3 . A renewed interest during the past decade in high-speed rail trans-

T 1 _portation has underlined a need for better understanding of the dynamic inter~

' y action between vehicle and track. Freight train speeds of 80 mph and pas-

o 3 senger train speeds up to 160 mph will undoubtedly become commonplace.in the

; . near future, taxing .the presently-used rail-tie~ballast track structure to

| oo r' the extreme in terms of long-term stability and required track accuracy. 1In
3 addition to speed, car size and load ratings have increased dramatically,

: adding further stress to an overburdened structure. The investigation of im-

} ? proved ‘track structures .with better dynamic response characteristics and

: ot greater stability has followed in the wake of improved equipment design as an

| B effort to stréngthen the weak link in the total system.

Ml

We have all become aware,. during the past several years, of the

239
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problem facing the railroads: a series of spectacular derailments involving
the movement of flammable or noxious substances had made front-page news.

Some of these. accidents are directly related to the condition of the track:
since 1962 there has been a nearly exponential rise in the number of train
accidents attributed to track, or "maintenance of way" ([(1). Part of the pro-
blem lies in the curreant economic situation in which most railroads find
themselves; and as a consequence the track suffers from "deferred maintenance”.
However, another part of the problem is the inability of the structure,
basically unchanged in concept since the early days of steam railrocading, to
handle the high speeds and loads ¢f modern equipment. ’ '

In order to predict the dynamic response of new track structures,
as well as to provide design guidance, a study of several new concepts by
computer modeling techniques was conducted {2]. Basic to this study was the
development and validation of a model of the existing track structure of rails,
ties, ballast and subgrade. A computer model of the track was combined with
a simplified model of a Department of Tramsportation research car to generate
data for comparison with field measurements. The present paper describes the
development of this track model and the results of subsequent validating
experiments. ’

DEVELOPMENT OF A MODEL

The complexity of a model representing the track structure depends,
of course, on the purpose of the simulation and the data to be generated. If
the gross behavior of the vehicle sprung mass in response to long wavelength
disturbances is the sole concern, a model of as few as two degrees of freedom

. can suffice, and the track can be represented by a simple spring-damper. If,

however, the detailed behavior of track structure and unsprung masses in re-
sponse to short wavelength-disturbances is of importance, eighteen or more
degrees of freedom may be required, and the track model becomes correspond--
ingly complex. To begin we will focus our attention on the track as a simple
spring.

Stiffness of a Continuous Rail
4

The accepted theory for the vertical deflections of rails is based
on considering the rail as a continuous elastic beam continuously supported
by an elastic foundation [3,4]. Although the rail-tie-ballast system re-
presents a discrete series of springs rather than a continuous foundation,
the results of theory are more or less in good agreement with experimental
data for commonly-used rail sizes and tie spacings. According to theory, the
static deflection y of a point X on a beam due to a fixed point load P, can
be calculated by: :

- 2o o - (1)
where
a(X) = e-Bx(cosex + sinBX)
s = ausnMt ot
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X = foundation stiffness, lb/in. per in.
EI =- flexural rigidity of the rail, lb-in.2
X = horizontal distance from the point load, P, in.

A plot of the normalized beam deflection curve, a(X) versus the
parameter BX, is shown in Fig. 1. For an "average" mainline track the dis-
tance from the point load to the point of zero deflection is roughly ten feet.

=G

—~0.2

L0 4

alx) B-(K/4Elpzs
—0.-6 K = foundation stiffness
4 El=roil flexural rigidity
—0.8
! H : : : ,
4 ' 3 2 \ o ] 2 3 <

NORMALIZED DISTANCE FROM POINT LOAD, BX

Fig. 1 1Ideal Rail Deflection Shape Due to Point Load, P,
as a Function of Normalized Distance, BX

Since the wheelbase of a railway truck can vary from nearly nine feet te less
than six 'feet, the point load beneath one wheel can produce additional deflec~
tion beneath an adjacent wheel, and vice versa:

P& P, B
! 2
yp = wta o ®
P8 .8
I 2
Y2 = 3k oW+

where I = truck wheelbase.

Since this is a linear theory, superposition of the deflections due
to multiple wheel loads may be assumed. For the moment, however, we will
ignore the adjacent wheel and consider the track stiffness under a single’
point load. Knowing the rail flexural rigidity and foundation stiffness,
the track stiffness per rail becomes:

» L3
K, = % = 2 JE1K’  1b/in. 2)

While rail flexural rigidity can be readily found in engineering
handbooks, foundation sfiffness is.less easily obtained. TFor a2 detailed

%
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analysis of conventional track, one must be able to calculate this stiffness
from particular track parameters, such as tie size and spacing, ballast depth
and modulus, and soil properties [5). Therefore, the rail supports are con-
sidered as vertical springs of stiffness k at each tie, so that foundation
stiffness can be related to tie spacing, 1t:

K = k2, 1b/in./in. (3)

In Fig. 2, k is the series equivalent of the spring rate of a rail
pad (if any), tie, and one-half the ballast-subgrade stiffness beneath the tie:

1 1 1 2
CEE R )
pad tie kbs

The reason for halving the ballast-subgrade spring rate is that
there is actually a continuity of the deflection of ballast and subgrade be-
tween adjacent loaded ties. This continuity is net accounted for in the
fundamental assumption of an elastic foundation, and experiments indicate
that each tie supporting a loaded rail is approximately twice as compliant as
when loaded individually ({5]. The ballast-subgrade stiffness, in turn, is a
series equivalent of the ballast and subgrade individual spring rates:

1 1 1
B TR ~ ®

From the theory of elasticity, the effective stiffness of the bal-
last depends upon the area and shape of the loading area of the tie, the dis-
tribution of the loading pressure, and the elastic properties of the ballast.
Good results can be obtained with a simplified model that assumes uniform
loading and uniform pressure distribution at every depth in an imaginary
pyramid spreading downward through the ballast. Basically, the material out-
side the "pyramid" is assumed not.stressed at all, while the material within
is only under vertical compression. Consequently, Poisson's ratio effects
are replaced by the "angle of internmal friction,” a familiar property in soil
mechanics that indicates the inclination of the sides of the pyramid to the
vertical and thus determines the degree to which the load is distributed as
it is transferred dowmward. Based on this model, the ballast stiffness is
calculated to be:

¢z - wE,
kb = T L (v % Ca) 1b/in. (€)
“n w (L + Ch)
where "
Eb = Young's modulus for ballast, 1b/in.”
1 = length of -loading area, io.
w = width of loading area, in.
h = ballast depth
C = 2zctarnza

[»]
L]

angle of internal friction (20° assumed for ballast).

The subgrade portion of the pyramids from adjacent ties are assumed
to spread out ané overlap, and this overlapping is accounted for in the
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factor of one-half in calculating the
combined ballast-subgrade stiffness.
The subgrade stiffness is calculated
by multiplying the base area of the
pyramid at the ballast-~subgrade inter-
face times the soil modulus:

ks = KO(Z + Ch)(w + Ch) 1b/in. (D)
where Ko = goil modulus; lb/in.zlin.
Stiffness of a Jointed Rail

One of the more important

sources of rail vertical (and lateral)
"irregularicy is the rail joint, that

necessary incongruity even in this new
age of welded rail. The loss in ef-
fective rail bending 'stiffness at a
joint can reduce overall stiffness to
as little as 25 percent of the nominal
"infinite rail"” stiffness, depending
on the condition of the joint. The
exaggerated deflections at the joint
eventually result (after sufficient
traffic) in permanent deformation of
the rail and ballast. In jointed
track this produces the rectified sine-
wave profile typical of older track.

In Fig. 3 the ratio of
jointed-rail stiffness to infinite~
beam stiffness in the vicinity of
the joint is shown for two types of
counection: z pinned joint supporting
shear, but no bending; and a free
joint. Again, the distance from the
joint is normalized by the rigidity-
factor, B. Effects of the joint dis-~
appear beyond 8X = 2, or roughly 10
feet for average track. Both of these
cases in.Fig. 3 are somewhat severe:

a joint in good condition might allow
perhaps 25 to 30 percent loss in
stiffness. :

_ To adapt the joint effect
to a computer model, the curves of
Fig. 3 can be used to modify the rail

. stiffness beneath each wheel. A

good approximation of the curve can
be generated directly: ’

KPAD-———;
Krie Z

KeaLLasT—= z_,_%

KSUBGRADE—é_D

/CONTlNUOUS RAIL

AY
v wWHEEL

S 7 RAIL AND
RAIL PAD

TIES AND |
"”’"»,g }ROADBED

D

Fig. 2 Steps in the Development of a

Dynamic.Model of a Conventional
Track Structure



M F

244 D.R. Anlbeck, H.C. Meacham, and R.H. Prause

Rail Joint, —A — Rail Joint, Yo I
Pinned Connection 0.¢ Connection !

-

//

" —
| N/ I 0.2: | 5
: g = (K/4EI) *°7 ;
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/ | K = Foundaticr Stifiness i
EI = Rail Flexural Rigidicy
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Fig. 3 Ratio of Rail Stiffness Near z Joint (K,) to Nominal
Rail Stiffness Near Midspan of the RailJ(Kr) -
] KK, = 1= (-0 - sin 8)2 (8)
vhere § = Kj/K minimum, 6 = 0.65 B8X for 0 £ 6 £ %/2, and K, = stiffness
at joint, 1b/in. T J :

A Dynamic Model
One problem of interest in developing the dynamic model of the

track structure is the response due to ¢ time varying foree uith point of
application moving along the track at some velocity, V. The limiting cases

. for this coupled problexr are (a) a stationary harmonic force (V=20), and (b)

a constant force moving at train speed, V.

The solution of the response due to a constant force moving along
the rail at velocity V depends on the ratio of the train speed to the critical
velocity of the track structure. This critical velocity is the lowest veloc-
ity at which a free wave will propagate and is given [6,7] as:

/4

Vc = (4EIK/p )l in./séc . »

~where p = track mass per unit length, 1b secZ/inz.

Using parameters for the rail-tie-ballast type structure, this criti-
cal velocity is calculated to be about 1100 wmiles per hour, producing dynamic:
errors of less than 3. percent at speeds of 250 mph if the traveling-wave
phenomenon is completely ignored. We are therefore justified in representing
the track structure as z lumped-parameter, spring-mass-damper model "moving"
beneath each wheel at train speed, V, for present-day vehicle speeds of 150
uph or less.
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A schematic diagram is shown in Fig. 4 representing s lumped-pare~
meter model of one rail and one~half of the unsprung mass of a 4-wheel truck.
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Fig. 4 Simplified Vehicle~Track Dynamic System Boundary

A contact stiffness between wheel and rail, calculated from Hertzian contact
strain formulae based on wheel and rail crown radii, is used to generate a
wheel~rail reaction force. Spatial variations in rail nominal position (rail
surface under static load) provide the primary input to this model; although
spatial variations in track parameters (rail stiffness near a joint, for
example) provide an additional disturbance. Deflections of the rail under
each wheel are influenced by loads at the adjacent wheels acting through the
continuous beam. Implicit- in this concept is the influence on deflections of
loads on the opposite rail, acting through the ties (as beams) and the ballast
section.

Another problem of interest is the dynamic response of a fized
point in the track structure (“trackside"), acted on by a sequence of
approaching and receding wheels. To examine the "trackside" dynamics, 3
lumped-parameter model is used, in all respects identical with. the model be-
neath each wheel, but with time-invariaat parameters. Wheel-rail reaction
forces are then imposed on the rail mass of this model, modulated by the
theoretical beam deflection function according to the distance from the fixed
point, as shown by Fig. 3: :
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Y () = /(K +CS+¥us) (10)
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v, = Y)F, a®) +E_ a(X,)] (12)
2, ' = Y () E,+F_ a)] ' 13)
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Mass and Damping
The effective lumped-parameter mass of the track has in the past
been derived from the first natural frequency of a beam on an elastic foun~
dation:
Mr = 3p/28 overall mass of track (135)
where p = effective mass per unit length of tie, ballast and rail.
While this may be adequate for éhe low~frequency phenomeQa associ-

ated with the vehicle sprung and unsprung masses and suspensions (even the
"wheel-hop" phenomenon), this single-mass model is not sufficient to simulate

" wheel/rail impact. To provide better high~frequency resolution, the rail mass

must be considered separate from the tie/ballast or slab/subgrade mass. In
the case of a slab track with resilient pads, the resulting structure con-
sists of two continuous beams on elastic foundations of different moduli, as
analyzed by Hetenyi [4]. With the standard track structure, the tie/ballast
"beam" has relatively little bending rigidity.
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The effective wass of the rail alone can be calculated from eq. (15),

based on the "foundation modulus" of the discrete tie or pad stiffnesses:

)

* .
o = 3DI/ZE rail effective mass (16)

c
= : 1/4
B, = [kpad ktie/(zt)(kpad * k:ie)“m)] an

Calculating the tie and ballast effective mass is a less well~-de-
fined exercise, and one must resort to the empirical approximations of soil
mechanics. One such approximation (8]} assumes an effective pyramid of bal-
last beneath each tie, with sides the width of the tie and: the effective
depth based again on the "friction angle", a:

dbw A: Cm

a, = _Ezifzzazy?:— mass per unit length (18)

where d. = ballast specific weight, w = tie width, I, = tie spacing, g = gra-
‘vity constant, and Cm2= an empirical coefficient (Ref. [8])

The empirical coefficient, C , is dependent on several factors, in-
cluding the cohesive properties of themballast, and can be assumed equal to
(or slightly greater than) one. A second empirical method for estimating the
ballast mass, based on the seismic shear wave propagation, can also be used
{91:

2
= 0.28 ky Ac/nV“ mass per unit length (18)

cb seis

where A¢ = tamped area. of half-tie, ky, = effective ballast/subgrade stiffness
under half-tie, and Vseis = seismic shear wave velocity.

With either approximation, the effective mass of ties and ballast

~are then found from the natural frequency of a  continuous beam on an

elastic foundation [10], based on the overall track characteristics. This is
predicated on the ties/ballast transmitting little moment as a “beam':

mo= 3.0 (Wtie / ZgE: + pb) / 28 (19)
Damping is perhaps even more difficult to define quanticatively.
We may assume the rail, probably the tie, contribute negligible damping to
the structure, so that energy dissipation occurs solely in the ballast. Qual-~
itatively, the damping is hysteretic im nature [11] and depends upon many
factqrs:' type and condition of the ballast, degree of compaction, amount of
"fines" and moisture present, etc. Tests performed by the AAR on clean bal-~
last of good quality have indicated equivalent viscous damping factors of 15
to 25 percent of "eritical damping”, based on the apparent natural frequency
of the test sample. Kurzweil {12] has calculated the theoretical damping due
to radiation of energy into a "halfspace” and has concluded that this form of
energy loss is significantly greater than the damping due to the ballast/soil
loss factor. By this method, the effective damping (in the vertical mode) may

*
)Bri:ish investigators have used 0.4 times rail-plus-half-tie effective mass
for their impact model (see Ref. [18])
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range from 40 to 100 percent of critical damping, based oun the effective mass

.and stiffness of the track without additional unsprung mass.

Track Lateral Model

So far we have considered only the vertical track model. A lateral
model of the track wmay also be derived in a similar manner, as a continuous
beam on an elastic foundation. Because of the more complex load paths and
inherent nonlinearities in the lateral support, the model can be considerably
more complicated, however. The rail, eccentrically loaded, transmits the
load in torsion and shear through the fastemers and tie plates to the ties,
where the load is distributed to the ballast section (with some maximum fric-
tion-limited force per tie). Lateral deflections of the rail head relative
to "ground" for an applied lateral load (the effective lateral compliance)
are highly dependent on the vertical loads simultaneocusly applied. Track
lateral stiffness, then, is to some extent directly proportional to the ver-
tical load, and consequently is a nonlinear term.

Up to the point of flange contact, the rail lateral effective stiff~
ness (and damping) acts in series with the wheel-rail effective stiffness and
damping. These terms are dependent upon the wheel-rail creep forces and gravi-
tational stiffness (functions of wheel and rail geometry, wheel load and for-
ward velocity), and are adhesion-limited, which introduces still another non-
linearity into the model formulation.

Static lateral track models used by Battelle have included the rail
as a continuous beam supported at discrete points by torsional and shear
stiffnesses (the fasteners). These models have been used primarily to deter-
mine gage spread under lateral and vertical combined loads {2,5]. To date,’
Battelle's dynamic models have used a lateral stiffness and damping based on
the creep coefficients described by Wickens [13], limited by some adhesion
level; and following flange contact, the rail-head-to-ground lateral stiff-
ness (based on representative measured values) has been used as.a simple,
linear spring model with damping.

Track Geometry

One of the most important aspects of a track structure model is the
spatially-varying geometry that is the "forcing fumction"” of both prototype
vehicle and model [14]. Three basic track geometries have been used to re~
present spatial variations of track surface, cross level, and alignment
(gauge, to date, has not been varied’in Battelle's -programs):

(1) Shaped random spectra (power spectral demsity of geometry) - used to des-
cribe the expected random variation of track geometry as - a function of
distance, or wavelength, along the track. Linear, frequency-domain
model. :

(2) Discrete spectra - used to describe éarticular track geometry variations
from repetitive constructional effects, such as half-staggered rail
joints, as a function of distance, or wavelength, aleng the track.
Linear, frequency-domain or nonlinear, time-domain models.
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(3) Discrete transient geometry - a spatial variation versus distance along
the track representing a "one-shot" disturbance such as a grade crossing,
turnout, or low rail joint. Nonlinear, time-domain model.

An example of the shaped random spectrum for track cross level used
in a recent study [15] is shown in Fig. 6, compared with the range of mea~
sured data from both North American and British railroad tracks. It is inter-
esting to note the effect of staggered
(North American) and coincident (Bri~
tish) rail joints on -the cross level
spectra. --An example. of a measured
rail surface profile is shown in Fig.
7. This type of profile has been
modeled quite adequately by the
rectified sinewave. With half-stag-

RANGE OF MEASURED
DATA FROM RIGH-SPEED
DEMONSTRATION TRACK

gered joints, the discrete spectral 1o
components of the rectified sinewave IDEALIZED CLASS
provide odd-harmonic excitation in . € TRACK
roll, even harmonic excitation im ‘
bounce, based on the rail length.

10~ —

In addition to the three © -
track geometry inputs, the effects of ) P
curving must also be considered in RANGE OF
BRITISH RAIL,

the vehicle-track model. Curving may
be transient (the dynamic effects on
the ‘spiral into a curve) or steady-
state (the quasi~static effects in the
body of the curve). Transient and
steady-state curve effects are con-
sidered in three areas: track geo-
metry (superelevation, for example),
wheel~rail geometry (rail curvature,
angle of attack), and the horizontal
acceleration field acting through the
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