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PREFACE

This volume is the second of three volumes dealing with the
Vehicle/Track Interaction Assessment Techniques (IAT) which were
developed by the Transportation Systems Center (TSC) and its
contractors: Arthur D. Little, Inc. (ADL), Battelle Columbus
Laboratories (BCL), ENSCO Inc., Kaman Sciences Corporation (KSC),
Systems Control Technology Inc.(SCT), and The Analytic Sciences
Corporation (TASC).

This information was developed from the Stability Assessment
Facility for Equipment (SAFE) Program. That program had direct input
from the railroad affiliated personnel of the International
Government-Industry Track Train Dynamics Research Program and the

Federal Railroad Administration, Track Safety Research Division.

The Vehicle/Track Interaction problems addressed by the IAT,
called "Performance Issues,” are listed below:

Hunting;

Twist and Roll;

Pitch and Bounce;

Yaw and Sway;

Steady State Curving;

Spiral Negotiation;

Dynamic Curving;

Steady Buff and Draft;
Longitudinal Train Action; and

Longitudinal Impact.

These problems have been responsible for compromising rail vehicle
stability in the past and are expected to be important issues for
consideration in future designs.

The IAT has evolved over the past few years through experience-
gained in conducting a number of tests dealing with vehicle/ track
interaction. Essentially, the IAT is a systematic approach using a



standardized set of procedures and tools (i.e., elements) for
jdentifying, diagnosing and solving stability problems in a rail
vehicle already in revenue service and for assessing the stability of a
new or modified vehicle (freight car, passenger car, or locomotive)
prior to its introduction into revenue servibe. The primary goal of
the IAT is to provide a means of assessing the adequacy of rail vehicle
stabi]ity at a minimum cost. This 1s accomplished by:

e Systematically developing an approach for identifying
stability problems;

o Identifying the test procedures and tools necessary to
assess the stability characteristics of the rail vehicles;

® Reducing, through the use of computer models, the amount
of testing reqUired;

o Summarizing the state-of-the-art in tools;

(] Sfandardizing the nomenclature in stability assessment;
and

e Providing the ability to compare data from different
tests. |

Althouynh the IAT can determine the potential for derailment as a
result of excessive motion between the wheel and rail or because of
undesirable levels of wheel/rail interaction forces, it does not
explicity deal with derailments resulting from the failure of a
veliicle or track component due to wear, fatigue, or excessive stress
caused by these torces. Also, the IAT has been developed to assess
the dynamic pertormarice of most types of freight cars, Jlocomotives,
and passenger cars; however, particular type .of venicle may not be
sensitive to all Performance Issues. Therefore, the IAT
incorporates ¢ procedure for identifying the principal Performance
lssues Qf concern for any vehicle design. '

The 1AT 1is organized in the form of Assessment Procedures. For
each of three objectives of the IAT, a distinct procedure is identified
and presented in the form of a flow chart. Thus, a procedure is
defined for:

iv



o The Modified Vehicle Assessment;
¢ The Vehicle Problem Diagnosis; and
e The Prototype Vehicle Assessment.

Each procedure requires a riumber of steps tc be conducted in order
to meet the Specific Assessment Ubjective. Often, but not always,.
test must be conducted to meet the Assessment Ubjective. These tests
are distinctly different and complementary to the revenue service
testing to whichi & new or moditied vehicle is generally subjected.
The IAT tests are designed to subject a vehicle or consist to a
severe service environment which is simulated using test tracks or
laboratory equipment. In this way, the range of dynamic
characteristics of a vehicle could be brought out in a relatively
short time. \chieving the same goal by means of a revenue service
testing procedure may require extensive testing in many miles of

track.

This document, which provides information on test and analysis
procedures incorporated in the IAT, is divided into two parts. The
first part introduces the IAT and provides the basic information on
various Assessment Procedures and the steps to be taken in performing
them. The second part consists ot tifteen sections, each detailing one
aspect of the Assessment Techniques. In this way, a potential user
need only read Part 1 to understand the key aspects of the IAT{ the
details provided in. the second part can be studied later while the user
is gaining further knowledge of the IAT or before actually utilizing
the IAT for Vehicle Performance Assessment.

This document was developed under the guidance of the 1SC, with
the following principal contributing individuals:

(ADL) A. B. Boghani, P. Mattison, D. W. Palmer, C. Snyder;

(BCL) D. R. Ahlbeck, J. M. Tuten; (ENSCO) J. K. Kesler; (KSC)

J. J. Angelbeck, B. W. Baxter; (SCT) S. E. Shladover; (TASC)

F. B. Blader; (TSC) H. Ceccon, R. Ehrenbeck, M. E. Hazel,

J. H. Lamond, S. M. Polcari, H. M .Wong.

The organizations involved in developing the document are shown on the

next page.
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This volume, the second of a three volume set, includes the
following sections of Part II:

A. Resources Available for Investigating Performance Issues

B. Accident History Investigation

C. Vehicle/Track Simulation Models

D. Rail Vehicle Modei Validation

E. Test Plan Summaries

F. Test Facilities

G. Track Geometry Perturbations

H. Rail/Track Stiffness Measurements, Variations, and Simulations

I. Performance Indices

vii/vidii
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SECTION A
RESOURCES AVAILABLE FOR INVESTIGATING PERFORMANCE ISSUES

The importance of performing a literature search was discussed in
Subsection 2.1 and illustrated in Figure 2-1. This section contains a
list of literature pertinent to each Performance Issue. Included in
this Titerature are reports and technical papers describing each issue
and various field and Taboratory test programs investigating
vehicle/track interaction. Through the use of past documentation, a
user may be better able to understand and isolate the symptoms of a
dynamic problem.

A great deal of research has been done in the area of vehicle
track interaction. Theoretical studies, analytical solutions and test
results have been documented for each of the following issues: hunting,
twist and roll, pitch and bounce, yaw and sway, steady state curving,
spiral negotiation, dynamic curving, steady buff and draft,
longitudinal train action and longitudinal impact. Since the quantity
of literature available to a reader is massive, this section isolates
those documents that would be of particular interest to a potentiaT
user, with an intention to provide a reference list and indicate what
performance 9issue(s) each reference addresses (see Table A.1). The
papers and reports selected for this list are classical papers on the
subject, and documents describing a field test or an analytical
.solution that had been tested. Additional literature is cited in the
AAR Track/Train Dynamics Bibliographies (Volumes 1, 2, 3) or can be
found by performing an additional literature search according to the
procedure described in A.2. Document availability is discussed in
A.3, with particular emphasis on the major organizations a potential
user would need to access.

It should be noted that each section in Part 2 contains a
bibliography documenting the reference literature. While these lists
may overlap, they are oriented to the subject area addressed by the
particular section.
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A.1 Reference Documents

Table A.1 catalogues the reference -documents with respect to the
performance issue(s) that they address. Knowing the performance issue
of interest, Table A.l1 can be used to easily locate the relevant
references. The reference 1ist contains three types of material:

1. background documents that give a better understanding of the
nature of the problem;

2. studies describing recent research into the solution of the
problem; and

3. descriptions and analyses of field tests.

Becalise hunting is strongly dependent on creep and wheel/rail
contact stresses, the literature on these two phenomena is identified
under "Hunting".

A.2 Literature Search

Additional 1literature can be found through the process of a
computer search, which provides a fast way of locating a large quantity
of literature pertaining to a particular subject. Access to a data
base 1s required in order to perform a literature search. There are
three primary vendors of data bases: Lockheed (DIALOG), Systems
Development Corporation (ORBIT) and Bibliography Retrieval Service.
These vendors have a variety of data base types which they present in
standardized format, update and then train users in implementation
techniques. Some of the data bases that vendors have purchased the
rights to are: Transportation Research Information Services (TRIS),
National Technical Information Service (NTIS), Engineering Index
(COMPENDEX), Information Service in Mechanical Engineering (ISMEC) and
Science Citation Index (SCISEARCH). There are other less technical
data bases that contain references to magazine and newspaper articles,
as well as government publications.

In order to use a data base, a searcher can choose any or all
three of the following methods to "talk" to the computer:

° Control vocabulary;
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° Natural language (free text);
] Identifiers.

"Control vocabulary" varies for each data base. It consists of
predesignated terms used by indexers to describe each entry. "Natural
language" is anything a searcher chooses to use. It can appear in the
text, title, descriptor or identifier fields--or it may not appear at
all. "Identifiers" are non-control words that, according to the
indexer, are highly relevant to the article.

Typically, the individual requiring the literature search, and the
one performing the search are not the same. Therefore, for an adequate
search good communication is vital. The requester must have a clear
idea of what is required. If the subject is technical, an explanation
of the terminology and the purpose of the search will enable the
searcher to Tlocate the appropriate control vocabulary. Additionally,
the requester should indicate how far back in time he or she wishes to
look, if there are.language restrictions, and whether or not titles are
sufficient or abstracts are required.

Another technique for performing a literature search is through
bibliographic 1listings. This method can be used by itself or in
conjunction with a computer search. Typically, a paper or report
contains a reference list used by the author. These reference Tlists
can lead one to other pertinent documents. Additionally, there are

several publications that contain 1lists of abstracts to existing
reports and papers. Examples include the ‘AAR Track Train Dynamics
Bibliography (AAR/TTD), Railroad Research Information Service (RRIS),
and National Technical Information Service (NTIS). Needless to say,
this technique is lengthier than a computer search, but it is valuable
in certain situations (e.g., when a computer is'not easily accessible).

A.3 Document Availability

Three primary data base vendors were discussed in A.2. Their
addresses may be useful to a user who does not currently participate in
such a service. At this time, one can only purchase the previously
mentioned data bases (TRIS, NTIS, COMPENDEX, etc...) through a vendor.
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Lockheed

Dialog Information Service, Inc.
Marketing Department

3460 Hillview Avenue

Palo Alto, CA 94304

Systems Deve]opment Corporat1on
2500 Colorado Avenue
Santa Monica, CA 90406

Bibliography Retrieval Service
1200 Route 7
Latham, NY 12110

Information pertaining to the publications containing report
abstracts can be obtained from the following sources:

Association of American Railroads
Technical Center

3140 South Federal Street
Chicago, I1. 60616

Railroad Research Information Service
Transportation Research Board
National Academy of Sciences

2101 Constitution Avenue, N.W.
Washington, D.C. 20418

National Technical Information Service
5285 Port Royal Road
Springfield, VA 22161

An availability statement is usually included with each abstract
and in the data base abstracts. To aid a potential user in obtaining

desired literature, the names and addresses of several organizations
from which documents can be ordered is given below:

Association of American Railroads
1920 L Street, N.W.
Washington, D.C. 20036

American Railway Engineering Association
2000 L Street, N.W.
Washington, D.C. 20036

American Society of Civil Engineers
345 East 47th Street
New York, NY 10017



Canadian Institute of Guided Ground Transport
Queen's University

Kingston, Ontario K7L 3N6

Canada

Engineering Societies Library
345 East 47th Street
New York, NY 10017

Superintendent of Documents
U.S. Government Printing Office
Washington, DC 20402

Railway Progress Institute
700 North Fairfax Street
Alexandria, VA 22314

Transportation Research Board
Publications Office

2101 Constitution Avenue, N.W.
Washington, DC 20418

Transport and Road Research Laboratory
Crowthorne, Berkshire RG11 6AU
England

International Union of Railways
Office for Research and Experiments
Qudenoord 60

Utrecht, Netherlands
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SECTION B
ACCIDENT HISTORY INVESTIGATIONS

B.1 Introduction

As discussed in Section 2, the structure of the IAT, an investigation
of accident history helps not only in idéntifyingbthe Performance Issues
to be addressed for any particular type of vehicle or consist, but also in
the overall evaluation of a vehicle's dynamic performance. To meet these
objectives, one needs to be able -to interpret accident investigation
reports, and use them in developing hypotheses on which of the Performance
Issues, if any, could be a measure of the cause of -derailments. This
section is designed to assist a user in interpreting accident reports.

A review of documented derailment accidents involving a particular
car may be the most widely used measure of its performance in revenue
service. lhis is appropriate since the ultimate test of a car is its
ability to avoid derailing, and service demands adequate performance over
a wide range of track, traffic, wear, and load conditions which cannot be
easily replicated in a controlled experiment. This in-service evaluation
of a car is the natural outcome of favorable interpretation of\gggljyjnany
testing.

Accident reports not only help to determine if there is a dynamic
problem afflicting a car, but help to define the nature of the problem as
well. They can also point to various solutions or alterations which can
improve performance. Further, experience gained from investigating
accidents can improve the quality and efficiency of future investigations
by insuring that essential evidence is not overlooked.

Simply put, accident records can -be used to:

o Determine if a problem exists;

e Define conditions for derailment;

e Determine which Performance Issue‘is to be addressed;

e Dictate proper car, train, and track changes to compensate for
that Issue; and
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e Direct the course of future investigations.

In this section, wé shall describe the various ways 1in which
derailments are investigated and reported. We shall also discuss methods
for using accident records to evaluate the performance of cars in service
~ and to direct the efforts of persons investigating later accidents.

One fact should not be 1lost. in discussing the uses of accident
histories. Just as reviewing a car's accident history is useful in
identifying its operational weaknesses, so the Tlack of derailments
~attributable to a _particular car may be taken as confirmation of its
acceptable performance. For the present, we are only concerned with using
information gleaned from historical accidents and will not introduce the
other consideration of assessing performance through avoidance of
accidents. ’

B.2 Accident Investigations

The information available in accident reports and the use to which
that information may be put depends somewhat upon the intensity of
jnvestigation, which, 1in turn, depends upon accident severity. Most
accidents are minor. Minor accidents expect minor attention. They are
typically investigated by railroad personnel who are also obliged to get
the trains moving again. Investigators may not be afforded the time to
examine all evidence and may be unable to properly determine cause for a
derailment.

These accidents are generally reported in a standard format which
documents certain facts, such as train number, car number, total damage,
and accident location, but contain Tittle, if any, discussion or
interpretation. These are most useful for their factual content.

At the other extreme, major- accidents, particularly those involving
loss of 1ife or extensive property damage, may be investigated by teams of
experts from such agencies as the National Transportation Saféty Board.
They interview witnesses, perform laboratory analyses, reconstruct the
accident, and catalog large quantities of ‘data. The findings of such
investigative teams are often reported in a written narrative including a



discussion of probable cause and contributing factors, in addition to the
standard report documentation. They have the added virtue of illuminating
the thinking that Ted to a determination of cause.

B.3 Interpretation of Records

Both types of accident investigations are valuable for identifying
and iso]at{né car behavior problems. Usually, Either through the detailed
examination of a major accident or through the examination of a number of
lesser accidents, it is determined that accidents involving one type of
car or one set of circumstances have occurred with unusual frequéncy and
should be analyzed. ‘

Because minor accidents are much more prevalent than major ones, the
bulk of statistically useful information about a car's performance is
usually contained in data files which, individually, are not conclusive in
identifying behavior problems. Collectively, however, they can show trends
or tendencies suggesting certain performance issues. Data for  those
circumstances or that car type are analyzed to determine if common traits
can be discerned. Some exclusijons are imposed, such as collisions or
derailments where an existing mechanical defect was determined to be the

cause.

Examination of accident records and the identification of important
performance issues affecting a rail car may be undertaken either as a
unique study involving individual -analytical techniques, or in a manner
that has enough simi]arfty with other studies to be conducted according to
an accepted plan or format. In the first case, an individual analysis is
devised to- suite specific conditions and that analysis may be inappro-
priate for other studies. In the second case, a prepared scheme may be
“used, complete with specific procedures and worksheets. Both situations
are briefly discussed here. The example below is_ included to illustrate
how an individual case might be handled and to show the thinking contained
in the worksheets which follow.

'A rudimentary analysis would simply 1look at the fraction of
derailments in which particular conditions were noted. That fraction might
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be presented as a table or graph as in the following example from
hypothetical data.

% of Hopper

Cars Derailing ,
(No Mechanical
Defects)

CWR BJT UNKNOWN 0 80
RAIL TYPE ' SPEED (mph)

Through a series of analyses of this type, it might be determined
that these cars experience a disproportionate number of accidents on
jointed rail and at speeds between 15 and 25 mph.

The next step is to examine all plausible explanations for this
phenomenon. For example, one explanation is that "low joints" promote a
rocking of the car to the point that the wheels on one side of a truck
become unweighted and can no longer be guided by the wheel flanges.

If this explanation 1is valid, cértain other observatibns are
predicted: springs should show signs of being fully compressed; there
should be a consecutive run of "low joints" in the rail; and the point of
derailment may be at the beginning or end of a curve.

Finding this predicted evidence at a  derailment supports the
conciusion that excessive roll motion was to blame, and future
investigation of derailments involving hopper cars might be predicated on

the understanding that roll plays an important role.

To cite a real case, consider the problems encountered by the SDP-40F
passenger locomotive in the Tate 1970's. After some derailments which the
National Transportation Safety Board investigated, it was determined that
there was no mechanical failure contribution to the accidents, suggesting
a dynamic problem. At the request of the NTSB, the. FRA instituted an
analysis of data from accidents involving that Tocomotive. The FRA was
able to establish that certain factors, including train speed and degree
of curvature, were common to most or all of the derailments. The analysis
~also established that the rate of derailments for SDP-40F locomotives was
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slightly higher than that for the locomotives it replaced.

Drawing on those findings, which included a prediction of the
locomotive's response to changes in certain components, a test program was
instituted to identify the specific relationships among track, train
- operations, and locomotive behavior in an effort to first, determine the
exact nature of the SDP-40F's dynamic behavior, and second, to indicate
which alterations to the equibment would be most effective in improving
its resistance to derailment. '

Determining which performance issues aftects a rail car may be
‘accomplished using a less individualistic technique than that which 1s
described here. The approach we present uses two worksheets. The first
helps in identifying the recurring characteristics of derailments which
have involved the cars in question. The second worksheet is used in
conjunction with the first to permit a rapid and quantifiable comparison
" of those recurring characteristics with symptoms corresponding to specific
performance issues. In the end, this process identifies the performance
_ issue most likely to be a factor in derailments of that car.

Figure B-1 shows an example of one page ot the first worksheet, which
is used to extract the important information from accident records, and
which may contain several pages. The task performed using this worksheet
could be done by computer, but a manual approach is better for
illustration. The reviewer marks the appropriate box whenever a descriptor
- is noted in an accident report. When all pertinent accidents have been
“reviewed, he calculates the percentage of accidents in which each
descriptor was a factor. Using an arbitrary threshold, such as 50%, he
assigns a value of 1 to descriptors occurring more often than that
threshold, and 0 to those occurring less often. He then enters the
worksheet shown in Figure B-2 with his results to compare them with
symptoms associated with the performance issues.

In the worksheet of Figure B-2, the symptoms associated with
performance issues correspond exactly with the descriptors listed on the
first worksheet. Each performance issue - symptom relationship has been
assigned a value representing the relative importance of that symptom in
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ACCIDENT CIRCUMSTANCES

ACCIDENT NO.

CATEGORY

DESCRIPTOR

4 5 6] 7] 8 941011

VALUE
(0 /1)

TRACK
TYPE

Tangent - %°

Curve %°- 2°

Curve 2°- 4°

Curve 4°- 8°

Curve 8° +

Spiral -

Special

Unknown

RAIL
CONSTRUCTION

CWR

Stagger Jt.

Parallel Jt.

Unknown

TRACK
PERTURBATION

Alignment

X-Level

Tight Gauge

Wide Cauge

Profile

|Soft Lat. Stiff.,

Soft Vert. Stiff.

Unknown

WEATHER

Dry

Wet

Ice

Unknown

SPEED (mph)

0 -15

15 = 25

25 - 60

Above 60

Over Balance

Under Balance

: - Unknown
OPERATIONS & In Draft
CAR Braking
COMBINATIONS = [Long-Short

Heavy-Light
Light Car
High~Heavy
- |Long/Stiff
CAR Suspension
COMPONENTS Draft Gear
Worn Wheels
Side Bearing
DERAILMENT Long Marks
MARKS & Short Marks
CHARACTERIS- High Side
TICS Low Side
Panel Shift
Rail Break

Figure B-1: Worksheet for Collecting Accident History Data
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detining the performance issue. For example, parallel or non-staggered
joints are believed to be more important than suspension defects in
leading to pitch and bounce behavior and have been assigned a higher
~value. The values used here are based on our understanding of the relative
importances of the characteristics.

To use the second worksheet, the reviewer takes the first worksheet
and holds it sideways so that the descriptors and corresponding symptoms
align. He then notes when a "1" in the "VALUE" column matches with a
number under a “SYMPTOM", and places a check mark in the box with value.
For each row, at the end of the row, he records the sum of the "SYMPTOM"
values in the marked boxes. When all matches are recorded, the values for
each "PERFORMANCE ISSUE" row is divided by the maximum possible value for
that row. The row with the highest quotient is determined to be the most
likely performance issue afflicting the car under scrutiny. For the sake
of illustration, Figures B-3 and B-4 have been included as exémp]es of
completed worksheets.

7

A user may prefer to supply values determined through sensitivity
analysis of car behavior tempered- with the judgment of experienced
1nvestigétors. An alternative method for assigning values would be to
“derive a number from the percentage of accidents involving cars highly
susceptible to a particular performance issue in which each descriptor is
found. Of course, this method depends upon the confidence one has that the

overriding cause of derailment for those cars is the identified
performance issue. ’

B.4 Investigation Guidelines

As previously noted, not only is the examination of accident records
useful 1n determining the dynamic characteristics of a particular type of
car, it dis an essential for guiding the course of future accident
investigations. Knowing what transpired at previous derailments prepares
an investigator to search for that evidence that is most useful in
determining the cause of a subsequent derailment. Experience with
accidents has been assembled to form accident investigation handbooks and
guidelines that are available to assist investigators. [Ref. 1-5]



ACCIDENT CIRCUMSTANCES ACCIDENT NO. VALUE
CATEGORY DESCRIPTOR EREREEELRNEE TR RCHRY

TRACK Tangent - 15° X| [X| |X] X 50 /

TYPL. Curve L,°- 2° X X 20 >
Curve 2°-4° | X (o o
[Curve 4°= 8° ) i o
Curve 8° + o
Spiral o
Special X 1o o
Unknown X (2] o o
"CWR X 20 o |

RATIL Stagger Jt. XX X X HO o

CONSTRUCTION (Parallel .Jt. X X &0 o

- Unknown X 7l o o

TRACK Alignment X1 X[ Ix[X X! g0 1

PERTURBATION  |X-Level X! v X l 30 o
Tight Gauge X I /0 o |
}Wide Gauge x X X X X‘ | GO_ [ |
(Profile X X 1 . 20 o N
‘boft Lat. Stiff. |X X | 20! o
Soft 'Vert. Stiff. | .o

] Unknown ) —T {, f o |

FEATHER Dry X x| [xIX] [x | 50 /
et X I'd L 20 o
Ice ! X ! I (O o
Unknown X X | 20 o

SPELD (mph) 0 - 15 I )
5 - 25 X XXl 30 | o |
25 - 60 x| X ¥l : Ho | o
Above 60 1% X X 30 o
Over Balance X (o o
Under Balance X /0 O
Unknown

OPERATIOLS & In Draft |

CAR Braking ]

COMBINATIONS Long-Short 10 o
Heavy-Light X | X 20 o B
Light Car X | [(X[X|x]|X] [(X{xl¥ go /
High-Heavy ‘
Long/Stiff ]

CAR Suspension X X X| X | 4O 0

COMPONENTS Draft Gear X X 20 [ o ]
Vorn Wheels K| [X] X XX | 50 [
Side Bearing X X{ o Ix] X . Yo 0

DERATIMENT Long Marks X Xl 1X] Xy 50 /

MARKS & Short Marks 1X X 120 | ©

CHARACTERTIS=  [High Side X K Mo [ o ]

TS low Side )i i . 1o o

| Panel Shift : [ i (% _

l Rail Break _j_ X | | (o (o] ]

Figure B-3:

History Data

Completed Sample Worksheet for Accident
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In general, these gquidelines direct attention to evidence which
would support identifying a particular mechanical component, human factor,
or performance jssue as the cause of an accident. This is particularly
important in the case of accidents caused by poor dynamic performance,
since the supporting evidence is usually subtle and tends to be ambiguous.
Without this direction, investigations would demand the acquisition and
assessment of large volumes of data, which may be Targely unnecessary.
Thus, historical information tends to guide future investigations, while
future investigations tend to confirm conclusions indicated by the earlier
investigations. ‘

Figure B-1 shows the accident characteristics found to be most
indicative of certain performance issues, based on the guidelines set down
in a number of investigative handbooks. As can be seen, most performance
issues share characteristics with others. Most accidents do not exhibit
all the characteristics of a single performance issue. The assignation of
cause for a derailment often involves more than a listing of
characteristics found at an accident site. Values shown in Figure B-1 are
suggested weights for each characteristic. There is not, however, a
consensus on the weight given to each characteristic in establishing a
probable cause. The judgement of the individual investigators will be the
final determinant in most cases.

To illustrate how this matrix might direct an investigator's
thinking, consider a derailment occurring on tangent track. The
investigator would note which performance issues involve tangent track. He
would then determine, 1if possible, whether there were any alignment
perturbations in the track before the accident, and whether the track was
dry or devoid of lubricants. The next step is to determine the speed of
the train prior to derailing. If the speed is relatively high, he will
look for such car defects as worn wheels and suspension. In general, he
progresses from evidence which he feels is most conclusive to that which
is least conclusive. However, in actual investigations, much of the
potential evidence is rendered useless or ambiguous by the accident. Under
these circumstances, the investigator would make his judgement based on
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evidence he can see and the weight of that_evidence. He would initially
seek that evidence which carries the greatest weight. If that 1is not
available or is indefinite, he would then seek those pieces of evidence
which combine to offer the best support for selecting a probable cause.’

Paradoxically, the interpretation of ev%dence surrounding an accident
leads to a bresumptjon of hause, which governs.the evaluation of data: a
sort of investigative tautology which can- either reinforce sound judgement
or sanctify fallacious reasoning. However, there is T1ittle reason to
believe that evidence which has been meticulously collected and analyzed
should regularly lead investigators to the wrong conclusions.
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SECTION C
VEHICLE/TRACK SIMULATION MODELS

Computer simulation models can be useful tools in planning a test
program or conducting a vehicle performance assessment. Section 2-1
and Figure 2-1 of Part 1 illustrate how computer modeis fit into the
overall LAl structure. Analytical models. provide the opportunity of
studying a problem under ideal and controlled conditions. With this
tool, - the effect of particular parameters can be individually ‘
~questioned and tested.

This section is divided into two parts:

C.1 Analytical Studies of Vehicle Uynamics
C.2 Analytical Studies of Track Structure

- Section C.1 summarizes the state-of-the-art models for the
foltowing performance issues: hunting, twist and roll, pitch and
bounce, yaw and sway, steady state curving, quasi-steady state curving,
dynamic curving, steady buft and draft, 10ngi%udiné1 train action,
Tongitudinal impact and wheel/rail contact.

Section C.2 summarizes models describing the track structure and
its performance. These models are of\ interest to a potential user
because they enable one to predict stresses and deflections in track
structure due to Tlateral and vertical wheel loads and can be used as
input to several of the vehicle dynamic models. Integration of vehicle
and track condition is important to both vehicle and track structure
models. Track structure models would be. particularly useful to assess
the damage a new vehicle causes to the track. Therefore, a user would
be able to estimate whether or not maintenance-of-way costs would
increase as a result of placing a particular vehicle in service. A
user might also wish to consider the effect to a vehicle over time due
to the varying conditions of the tkack;

C.1 Analytical Studies of Vehicle Dynamics

Tables C.1-C.12 summarize the representative state-of-the-art
analytical models. Ihey are classified according to the following



issues: hunting, twist and roll, pitch and bounce, yaw and sway, steady

state curving, quasifsteady state curving, spiral negotiation, dynamic
’ curving, steady buff and draft, longitudinal train action, Tongitudinal
impact and wheel/rail contact. Table C.13 is intended for "general
purpose"” models, such as Dynalist. The tables outline the nature of
the ‘model (Tinear, quasi-linear, or non-linear), the degrees of
freedom, the availability of a wuser's manual, how extensively a
particular model has been used and the type of hardware that it has
been run on in the past. Linear computer programs are those that
contain only first order variables in the differential -equations
describing the system. Nonlinear models possess higher-order terms in
these equations. A quasi-linear model is one in which nonlinear terms
have been linearized in order to reach a solution. Degrees of freedom
refers to the minimum number of independent coordinates needed to
describe a system. "It should be noted that the reference(s) to a
particular model are indicated on each table. They are located under
the column entitled "Organization" and are 1in parentheses.
Additionally, two reference lists are included in Section C. Tables
C.1 to C.12 refer to Reference List C.l. Every possible effort has
been made to make these tables compfehensive and complete. They will
require peribdic updating as new models are created and old models are
revised.

Computer simulation -models are useful in studying a particular
issue and seeing what parameters affect it under controlled.conditions.
The choice' of the model depends upon the user. User constraints
include: knowledge of .computer .programs, individual requirements
(i.e., Tevel of complexity), and facilities available for this work. A

‘potential user should ask the following questions in order to choose
the appropriate.program.

1. What issue(s) am I interested in?
2. What type of vehicle do I want to study?

3. Is the annotated hardware system comparable to my own?

c-2
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Table C.1:.

Computer Simulation

Models of Hunting

ISSUE: HUNTING
DEGCREES OI USERS' *
ORGANIZATION MODEL AUTIIOR(S) VEHICLE MODEL CLASS FREEDOM USAGE HARDWARE MANUAL VALIDATION
1. Clemson/ASU CU/ASU Freight Law and Freight Linear 5 to 23 DOT/FRA; TBM~370/165-11 -~ Limited
(7, 37) Car Lateral Cooperrider Authors and UNIVAC
Stability Models  and Hadden 1110
2. ASU/MIT (8, 37) - Cooperrider, Freight Quasi-Lincar 9 TSC/FRA; UNIVAC 1110, - No
: Law & Hedrick : Authors DEC/VAX
3. ASU/MIT (11) - Hedrick, Preight Non-Linear 39 TSC/FRA; UNIVAC 1110, - No
. Arslan Authors DEC/VAX
4. AAR (33, 37) Freight Car Cheung, Garg, Freight Linear 25 AAR, Chicago  IBM-370/158 Yes Yes
Hunting Model Martin
5. Southern Pacific frequency Domain  Technical Freight Linear 13 'TDOP I1BM-370/168 Yes Yes
Transportation Model (FDM) Research & '
Co. (37) Development
Group
6. Battelle TRKVPSD Ahlbeck, Doyle Freight Linear 11 Authors CDC Cyber 70 Yes Partial
(Mod IIB)
7. Battelle GENTRK Hadden Freight Linear 11 Authors CcDhC No Partial
8. Battelle GENCAR Hadden Freight Linear 23 Authors CcbC - No Partial
9. Battelle TRKHNT II Doyle, Prause Passenger, Linear 7, 9 Authors CDC 6400 No No
Loco.
10.Battelle CARHNT IT Doyle, Prause Passenger, Linear 17, 21 Authors CDC 6400 No No
. Loco.
1)..AAR (12, 37) Locomotive Truck Garg, Hartmann, Loco. Linear 2,7,9,17,21 AAR, Chicago; 1IBM-370/158 Yes Limited
Hunting Model Martin GM, Electro-
motive Division
12.MIT (13) - Hedrick Loco. Quasi-Linear 11 MIT; DEC/VAX Yes No
AAR, Chicago
13.MIT (13) - Hedrick Loco. Non-Linear 21 MIT; DEC/VAX Yeas No
: AAR, Chicago
14 .MIT (14, 32) - Hedrick Passenger Linear 6, 15 MIT; Prince-  DEC/VAX Yes Yes
ton, Pullman
15.AAR Truck Hunting - Freight - - Programmable
Calculator

*
The term "validation" is meant to imply that the model results have been favorably compared to experimental

data.

It does not mean that the model has been validated over all possible operating ranges.

details on validation techniques, see Section D.

For more
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Table C.2: Computer Simulation Models of Twist & Roll
ISSUE: TWIST & ROLL
DEGREES OF *
ORGANIZATION MODEL AUTHOR(S) VEHICLE MODFL CLASS FREEDOM USAGE HARDWARE USERS' MANUAL VALIDATION
1. MITRE (27,23) FRATE Kachadourian, Ffeight Non-Linear TOTFC: 39 ? CDC 7600 Yes Limited
Sussman, Boxcar: 33
Anderes

2. 1l1linois Dynamics of a Shum, Willis Freight Non-Linear 27 7 UNIVAC 1108 No Limited

Institute of freight ele-~

Technology ment in a

(IIT: 26, 37) RR freight car
3. Battelle PERTRK Ahlbeck Freight Non-Linear 17 Author CDC Cyber-74 No Partial
4, Battelle SPICOM Doyle Passenger Non-Linear 6 Author cbeC No No
5. MIT (17) - Platin Freight Non-Linear 6 MIT, AAR, IBM-360; No No

TSC DEC/VAX
6. MIT (16) - Beaman Freight Quasi-Linear 6 MIT PDP11 No No
7. AAR (28) - Tse, Martin Freight Non-Linear 22 ? ? No No
8. Wyle (18) - Healy Freight Non~Linear 11 ? ? No Considerable
9. - (15) - Liepens Freight Linear 8 ? ? No No
10.AAR Rock & Roll - Freight Programmable
Analysis Calculator

*
The term "validation" is meant to imply that the model results have been favorably compared to experimental

data.

details on validation techniques, see Section D.

It does not mean that the model has been validated over all possible operating ranges.

For more
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Table C.3: Computer Simulation Models of Pitch & Bounce

ISSUE: PITCH AND BOUNCE

DEGREES OF USERS' *

ORGANIZATION MODEL AUTHOR(S) VEHICLE MODEL CLASS FREEDOM USAGE HARDWARE MANUAL VALIDATION
1. AAR (25) - Garg, Chang, Loco. Non-Linear 38 ? ? No No

Goodspeed
2. TSC (30) - Perlman, Freight Linear 6 TSC DEC10 Yes No

DiMasi :
3. TSC (30) - Perlman, Passenger  Linear 8 TSC DECLO No

DiMasi
4, AAR Pitch and Track/Train - - - - Programmable No No

Bounce Dynamics Calculator
Steering
Committee

*

The term "validation" is meant to imply that the model results have bee
data. It does not mean that the model has been valida
details on validation techniques. see Section D.

n favorably compared to experimental
ted over all possible operating ranges. For more
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ISSUE: YAW AND SWAY

Table C.4:

Computer Simulation Models .of Yaw and Sway

DEGREES OF USERS' %
ORGANIZATION MODEL AUTHOR(S) VEHICLE MODEL CLASS FREEDOM USAGE HARDWARE MANUAL VALIDATION
1. Clemson/ASU - Fallon, Freight Linear and 9 ? PDP-15 No Partial
Cooperrider, Non-Linear Digital/EAI
7 Law
2. Clemson - ? Freight Non-Linear 5 Doctoral 680 Analog/ No No
Research EATI 693
Interstate
3. MIT - Hedrick Freight Non-Linear 6 MIT DEC/VAX No No
4. AAR (24) Locomotive Chang, Garg, Loco. Linear 21 ? ? No No
Response Model Har tman
5. AAR (25) - Chang, Garg, Loco. Non-Linear 38 ? ? No No
Goodspeed
6. MIT (13) - Hedrick Loco. Quasi-Linear 11 MIT; AAR DEC/VAX Yes No
7. MIT (13) - Hedrick Loco. Non-Linear 21 MIT; AAR DEC/VAX Yes No
8. Battelle TRKVPSD Doyle Loc. and Linear 14, 15 Battelle CDC Cyber 70 Yes Partial
(Mod. I & III) Passenger
9. MIT (32) - Wormely Passenger Linear 6 MIT; 'DEC/VAX Yes No
Princeton;
Pullman
10. TSC (30) - Perlman, Passenger Linear 15 TSC DEC10 Yes No
DiMasi
111. MIT (32) - Wormely Passenger Non-Linear 15 MIT; DEC/VAX Yes Partial
Princeton
Pullman
12. AAR - Track/Train - - - - Programmable No No
Dynamics Calculator
Steering
Committee

*The term "validation" is meant to imply that the model results have been favorably compared to experimental
data. 1t does not mean that the model has been validated over all possible operating ranges. For more

details on validationtechniques, see Section D.
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Table C.5: Computer Simulation Models of Steady State Curving

ISSUE: STEADY STATE CURVING

. DECREES OF USERS' %
ORGANIZATION MODEL AUTHOR(S) VEHICLE MODEL CLASS FREEDOM USAGE HARDWARE MANUAL VALIDATION
1. Battelle " SSCUR2 Doyle, Ahlbeck Passenger, Non-Linear 6 TSC; Battelle CDC Cyber 73 No Partial
Loco.
2. Clemson/ASU 2-Axle Vehicle Law and Idealized Non~Linear 7 Clemson ? No No
(20, 37) Steady Curve Cooperrider 2-Axle University
Negotiation
3. Clemson/ASU (37)  Non-Linear Law and Freight Non~ILinear 9 Clemson ? No No
Steady Curving Cooperrider University
4, Battelle (37) Non-Linear Full- ? Passenger Non-Linear 11 Battelle ? No No
Car Steady
Curving
5. TASC SIMCAR ? Freight Non-Linear 14, 16 TSC; TASC DEC10, 1BM No No
6. Clemson/ASU (37) Non-Linear Full- l.aw and Passenger Non-Linear 11 Clemson IBM-370 No No
Car Steady Cooperrider University
Curving
7. Clemson/ASU (37) Non-Linear Law and Freight Non-Linear 17 Clemson IBM~370 No No
Steady Curving Cooperrider University
Model
8. Battelle (37) SSCUR3 Doyle Loco. Non-Linear 8 Battelle; TSC; CDC Cyber 73 No No
TASC
9. AAR /EMD (34) 2-3-4 Axle Truck  Smith Loco. Quasi- Stat ic ? GM, Electro- IBM-370/158 Yes Yes
Curving Model motive Division
10.MIT (14, 13) - Hedrick Passenger Non-Linear 17,21 MIT; AAR DEC/VAX Yes No

data.

details on validation techniques, see Sectiom D.

*
The term "validation" 1s meant to imply that the model results have been favorably compared to experimental
It does not mean that the model has been validated over all possible operating ranges.

For more




Table C.6: Computer Simulation Models of Quasi-Steady State Curving

ISSUE: QUASI-STEADY STATE CURVING

DEGREES OF USERS'

8-3

%
ORGANIZATION MODEL AUTHOR(S) VEHICLE MODEL CLASS FREEDOM USAGE . HARDWARE MANUAL VALIDATION
1. US Department Quasi~Static Perlman, Idealized Non-Linear 4 TSC DEC-10 Yes No
of Trans- Curve Negotija- Weinstock
portation/ ting Model
Transporta-—
tion Systems
Center
2. AAR (37) RTCN Track/Train Loco. Non-Linear 10 TTD IBM-370; Yes Yes
Dynamics 600K byte
Steering
Committee
Table C.7: Computer Simulations Models of Spiral Negotiation
ISSUE: SPIRAL NEGOTIATION
DEGREES OF USERS' *
ORGANIZATION MODEL AUTHOR(S) VEHICLE MODEL CLASS FREEDOM USAGE HARDWARE MANUAL VALIDATION
1. Battelle CURVENT Doyle Passenger Non-Linear 9 Author CDC; IBM; No No
UNIVAC
2. Battelle SPICOM Doyle Passeuger Non-Linear 6 Author cbe No Partial

*

The term "validation" is meant to imply that the model results have been f
data. 1t does not mean that the model has been validated
detalls on validation techniques, see Section D.

avorably compared to experimental
over all possible operating ranges. For more
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Table C.8:

Computer Simulation Models of Dynamic Curving

UNILVAC

ISSUE: DYNAMIC CURVING
DEGREES OF USERS' i
ORGANIZATION MODEL AUTHOR(S) VEHICLE MODEL CLASS FREEDOM USAGE HARDWARE MANUAL VALIDATION
1. Battelle (37) SPICOM Doyle Passenger Non~-Linear 9 Battelle CcbC No No
2, Clemson/ASU (37) Non-Linear 1/2 Law and Passenger Non-Linear 9 ASU; CU IBM-370 No No
Car Curve Entry Cooperrider
Model
3. AAR Freight Car Garg Freight Non-Linear 43 TTD ? No No
Curving Model
4. AAR Locomotive Garg Loco. Non-Linear 59 TTD ? No No
Curving Model
5. Clemson/ASU CURVLOCO Law and Loco Non-Linear 27 TASC; TSC; IBM-370 Yes No
(20, 22, 37) Cooperrider (6 axle) Authors
6. TASC (37) RVDCADET 2 - Freight Non-Linear 14 TASC IBM-370 (3031) No No
7. MIT - Hedrick Freight Non-Linear 23 MIT DEC/VAX Yes No
1 8. TASC SIMCAR - Freight Non-Linear 14, 16 TSC, TASC DEC10; IBM No No
9. Battelle CURVENT Doyle Passenger Non-Linear 9 Author CDC; 1IBM; No No

*
The term "validation" Is meant to imply that the model- regult
It does not mean that the model has bee

data.

details on validation techniques, see Section

For more

s have been favorably compared to experimental
n validated over all possible operating ranges.
D.



Table C.9:

Computer Simulation Models of Steady Buff & Draft

ISSUE: BUFF & DRAFT
DEGREES OF USERS' %
ORGANIZATION MODEL AUTHOR(S) CONSIST MODEL CLASS FREEDOM USAGE HARDWARE MANUAL VALIDATION
1. AAR (4, 37) QLTS Thomas, Freight Non-Linear 5 Cars —--— Limited IBM-370/150; Yes No
MacMillan, (2 each) 292K bytes
Martin
2. US DOT/TSC (3) TSA Tanne, Freight Non-Linear # of Cars TSC DECL0; IBM Yes No
Brantwan (2 each)
3. AAR (5) DLTS Track/Train Freight Non-Linear # of Cars ? ? Yes Partial
Dynamics (5 each)
Steering
Committee
(]
1
—
© Table C.10: Computer Simulation Models of Longitudinal Train Action
ISSUE: LONGITUDINAL TRAIN ACTION
DEGREES OF USERS' %
ORGANIZATION MODEL AUTHOR(S) CONSIST MODEL CLASS FREEDOM USAGE HARDWARE MANUAL VALIDATION
1. AAR (1, 37) TOS Luttrell, Freight Non-Linear # of Nodal Over 50 IBM-370/158, Yes Partial
Gupta, Low, Blocks organizations 216K bytes
Martin (1 each) -——extensive
use
2. AAR (2, 37) DLTAM Martin, Freight Non-Linear # of Cars Limited IBM-370/158; Yes Partial
Plouffe, (1 each) 400K bytes
Ahmed,
Antezak,
Tideman

*

The term "validation" 1s meant to imply that the model re
d 1t does not mean that the model has been validated
~rails on validation techniques, see Section D.

data,

For more

sults have been favorably compared to experimental
over all possible operating ranges.
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Table G,.11:

ISSUE: LONGITUDINAL IMPACT

Computer Simulation Models of Longitudinal .Impact

DEGREES OF USERS' N
ORGANIZATION MODEL AUTHOR(S) CONSIST MODEL CLASS FREEDOM USAGE HARDWARE MANUAL VALIDATION
1. Washington Vertical Train Sheng Freight Non-Linear # of Cars ? IBM-360/65; Yes ?
University (37) Action (3 each) 64K bytes
2. AAR (6, 37) VTS Raidt, Shum, Freight Non-Linear Up to 10 Limited IBM-370/158; Yes Partial
Martin, Cars 156 bytes
Garg (4 each)

*
The term "validation" is meant to imply that the model results have been favorably compared to experimental

data.

details on validation techniques, see Section D.

It does not mean that the model has been validated over all possible operating ranges.

For more
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Table C.12r

ISSUE: WHEEL/RAIL CONTACT

Computer Simulation Models of

Wheel/Rail Contact

DEGREES OF USERS' %
ORGANIZATION MODEL AUTHOR(S) MODEL CLASS FREEDOM USAGE HARDWARE MANUAL VALIDATION
1. University of CONFORM B. Paul, ? ? UNIVAC 90/70 Yes ?
Penn. (37) J. Hashemi
2. University of COUNTACT B. Paul; ? ? IBM 370/168 & Yes ?
Penn. (37) J. Hashemi UNIVAC 90/70
3. Clemson U Kalker's Exact Goree Non-linear Author IBM 370/165 Yes Partial
(37, 42) Theory IBM 370/3165-I1
4. Clemson U Kalker's Goree & Law Non-linear Author IBM 370/165 Yes Partial
(37, 43) Simplified Theory IBM 370/3165-11
5. Delft University DUVOROL Kalker ? Author IBM 370/158 NO Yes
(The Netherlands)
(37)
6. TSC CREEP ? ? ? ? ? ?
7. ASU WHRAIL Cooperrider; Non-linear TSC; Princeton DEC10; UNIVAC Yes Partial
Law
8. ASU WHRAILA Cooperrider; Non-linear TSC; Princeton  DEC10; UNIVAC Yes Partial
Heller
9. Princeton - Sweet, Karmel Non-linear Thesis ? Yes Limited
University (44)
Table C.13: General Computer Simulation Models
ISSUE: GENERAL MODELS
DEGREES OF USERS ' %
ORGANIZATION MODEL AUTHOR(S) VEHICLE MODEL CLASS FREEDOM USAGE HARDWARE MANUAL VALIDATTON
1. J.W. Wiggins, Co. DYNALYST II Hasselman Passenger  Linear 8, 14 DOT/TSC; CDC 6600 Yes No
Bronswicki Authors 163K Core

*The term "validation” 1s meant to imply that the model regults have been favorably compared to experimental

data. It does not mean that the model has been validated over all possible operating ranges.
details on validation techniques, see Section D. :



This Tast question is important in terms of the ease of using or
adapting a program. For example, each program has been run on a
particular type of computer. Although the software can be run on any
system, it could require changes in order to perform on an alternative
hardware system. It is for this reason that the hardware has been
described for the models wherever possible.

The author and the associated organization are also identified
with each program, as well as the pertinent reference article.
Potential user's are urged to locate the reference(s) they require, and
the User's Manual(s) where available. Additionally, the author(s)
should be contacted in order to ascertain whether or not the model has
been updated and the type and status of its validation, if any. As the
tables indicate, the models have not been validated over all operating
ranges. Therefore, the user should determine the validation status of
a model prior to its implementation. Section D offers details on
validation techniques, and the respective author(s) would have
particular insights. Additionally, a user may wish to have the author
run his program for a negotiated cost. If such-is the case, the author
should be contacted and arrangements made between the individuals.

C.2 Analytical Studies of Track Structure

C.2.1 Introduction

When examining vehicle/track interaction, it is necessary to
understand how wheel Tloads affect the response' of various track
structure components. Ana]yticd] techniques were originally developed
as track design tools, but their concepts can also be applied to
studying the effect that specific track irregularities have on overall
track structure and vehicle dynamics. ’

C.2.2 History

The first track analysis methods were based on the infinite
beam-on-elastic foundation theory (Winkler Model) which still remains
the most frequently used technique today. It can adequately pfedict
stresses and moments in the rails for simplified uniform conditions

c-13



where values for the track support modulus, U, have been obtained from
field measurements. It should be noted that this method gives a poor
prediction of substructure stresses and displacements and 1is too
simp]ifiéd for today's general analytical requirements. Since
individual substructure layer properties are not characterized in the
Winkler Model, the effects of substructure component properties cannot
be evaluated.

More recently, three-dimensional finite element models have been
deve]oped-that can predict roadbed stresses and displacement. These
analytical methods, listed in Table C-14, have been developed in the
U.S. and Canada over the past ten years. Table C-14 documents the
model's name, researcher and basic description, as well as the
1mp0rtanf features of each model. Caution should be used when studying
this table since researchers are continually expanding their models.
Therefore, authors should be contacted for current model status.

Three basic substructure analytical design models have been
developed and used by foreign railroad design engineers. . The German
Federal Railway, Hungarian State Railway, Czechoslovakian State Railway
- and the Japanese National Railway use multi-layer elastic methods.
This empirical method is based on varying the elastic propefties
throughout a multi-layer material. British Railways uses a threshold
stress approach which is also an elastic theory based on limiting the
resilient stress to a particular value of residual defOrmation.. The
Indian Railways combines an elastic method and subgrade stresses based
on an effective stress and Mohr-Coulomb failure model. Further details
can be obtained in the report, Ballast and Subgrade Requirements Study:

Railroad Track Substructure Design and Performance Evaluation Practices
[63].
C.2.3 Aspects of Analytical Models

_ In most cases, a' track analytical computer model is a three-

dimensional multi-layer elastic study that examines the dynamic
response of conventional railroad track structure. The output consists
of railseat load reactions, tie/ballast reactions, deflections, bending
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TABLE C-14:

MODEL NAME = RESEARCHER(s)
Pyramid Meacham

Model 1970 et al. (BCL)

1970 Lundgren et al.

Analysis of
Rail Track
Structures
(ARTS) 1978

(Illinois)

Svec, Turcke,
Raymond et al.
(Queen's Univ.)

TRACK STRUCTURE ANALYTICAL MODELS

MODEL DESCRIPTION

Beam on elastic founda-
tion analysis with
modified track modulus, U

Two dimensional finite

element model (FEM)

Three dimensional FEM.
Beam elements for
superstructure, hexa-
hedronal and tetrahe-
dronal elements for
substructure.



IMPORTANT FEATURES

Used theoretical approach
to determine U which
_included effects of rail
type, tie type and width,
tie bearing area, ballast
type, depth and stiffness,
and subgrade type and
and stiffness.

Analyzed longitudinal
section along center-
line of track. Plane
strain behavior of
substructure assumed.

- Detailed description of
physical track sub-
structure.. Stress path
dependent and nonlinear
elastic behavior of
ballast, subballast, and
subgrade accounted for
using "bicubic spline"
functions. No-tension
capabilities of sub-
structure materials .
accounted for. Beam
element can be employed
to model rails & ties.

DEVELOPED IN THE UNITED STATES AND CANADA

REMARKS

One of earliest
attempts to
rationally include
the effects of sub-~
structure properties
in track analysis.

"Poor correlation with

field test results.

Early forerunner of

ILLITRACK. Poor

correlation with
measured results.

Emphasized geotechnial
aspects of track
behavior. Bicubic spline
functions developed
from triaxial test data.
Partially successful
correlation with
full-scale model data.
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MODEL NAME

RESEARCHERC(s)

MODEL DESCRIPTION

ILLI-TRACK
1976

(PSA,
BURMISTER)
Track
Structure
Models 1975

Tayabji, Thompson
and Robnett
(llinois)

So, Ma and
Martin (AAR)

Pseudo-three dimensional
FEM. Two plane strain
two dimensional FEM used
in combination.

Series of 15 computer
models to predict

stresses and strains in
various track components.
Multiple models (simple
and sophisticaed) to
perform same task.



IMPORTANT FEATURES

Element thickness in-
creased with depth
according to value ¢

in longitudianal analy-
sis to represent trans-
verse load spreading

in plane strain analysis.
Initial thickness of
surface element made
equal to effective tie
bearing length, L to
represent effective load
transfer area between
tie and ballast.
Resilient modulus, E
used to represent non-
linear elastic behavior
of ballast, subballast
and subgrade.

Multiple models (simple
and sophisticated)
developed to perform
same task. Model used
depends on degree of

of analysis (pre-

liminary or detailed).
BURMISTER multi-layer
elastic model developed
for substructure.
Prismatic Solid Analysis
(PSA), a three
dimensional FEM develop-
ed for superstructure
Prismatic Solid Analysis
(PSA), a three dimension-
al FEM developed for
superstructure analysis.

REMARKS

Emphasize geotechnial
aspects of track
behavior. Attempts

to simplify and reduce
cost of analytical
models.

Computational
requirements
minimized for type
of analysis needed.
Components inter-
actions may be lost
through model sub-
divisions. PSA

and Burmister model
results agreed well
with field data from
others. Models used
to perform parametric
studies and develop
sample design charts.
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MODEL NAME RESEARCHER(s) MODEL DESCRIPTION
Multi Prause, Combination of two
Layer Kennedy et al. models developed by
Track- (BCL) AAR. The three
Analysis dimensional FEM

Model called LAC for super-
(MULTA) structure analysis,

1978 and the Burmister multi-

layer elastic sub-
structure model.



IMPORTANT FEATURES

Includes essentially all
important aspects of
individual track com-
ponnet performance in
analysis. Interactive
approach used between
LAC and Burmister model
to solve for stresses

and strains in track
structure components:
Wheel-rail, rail-tie,

and tie-ballast reactions
are obtained from LAC.
Influence coefficients
generated by Burmister
using uniformly loaded
circular areas which
represent the vertical
pressure from equivalent
tie bearing areas.
Influence coefficients
used in LAC to generate
rail-tie reactions,
rail-tie displacements,
and tie-ballast pressures.
Tie-ballast pressures
used in Burmister to
obtain stresses and dis-
placements in substructure
layers.

REMARKS

Allows the effects

of changes in various
track components on
other components to
be studied. No
relative displacement
betwen tie and ballast.
Allows unrealistic
tension to develop.
Used homogeneous,
isotropic, linearly
elastic substructure
properties.
Substructure materials
are nonlinear and
stress dependent.
Analytical results
compared well with
dynamic data from
FAST.
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MODEL NAME

RESEARCHER(s)

MODEL DESCRIPTION

GEOTRA K
1978

Adegoke, Chang
and Selig (UMASS)

Modification of MULTA
for studying substructure
behavior



IMPORTANT FEATURES

REMARKS

Interactive procedure
used to vary the
resilient modulus, E

for the stress state

in each layer. Stresses
and E_ varied until a
sufficiently converged
solution is obtained.
Can compute results for
six depth.locations with-
in five layers. Modulus
is a function of the .
stress state rather

than a constant.

Emphasizes geo-
technial aspects

- of track behavior.

Improved char-
acterization

of roadbed
materials by
including stress
dependent, non-
linear behavior.
Analytical results
compared well with
dynamic data from
FAST. Uses truck
loadings as .
opposed to axle
loadings.
Simplicity, .
efficiency, and
costs improved
for MULTA.



moments, deviator, bulk, and principal stresses. Parameters included
in the three dimensional finite element analysis are the following.

e Load conditions -- single axle (two wheels), or truck
lToading (pair of adjacent axle loads on the rail).

‘6 Rail -- size and stiffness.
e Tie -- size,'étiffness, bending and elimination of ties.

e Ballast and subballast -- strength, stiffness and
thickness.

e Subgrade -- strength and stiffness.

Some additional aspects which. are incorporated in the finite
element analysis are the bdundary conditionﬁ, triaxial test results,
rail/tie systém geometry and material properties, such as Young's
modulus, Poisson's ratio, unit weight and moduli used in computing the
stresses. Careful consideration should be given when selecting the
input parameters for these analytical models, particularly the track
modulus, U. This parameter is defined as stiffness . per unit length
along the rail and should not be confused with the soil mechanics
modulus obtained from plate load tests.

C.2.4 Selecting an Analytical Model

Pfoper selection of an appropriate analytical model- to solve a
particular problem fequires a good underétanding of the different
degradation modes involved. Table C-15 indicates the different types
of degradation modes, the analytical requirements needed to 1nvéétfgate
the problem, and the models that may apply. Although this table is a
general gquideline for selecting analytical models, a more detailed
analysis is required prior to implementing a particular computer
program.

C.2.5 Additional Information of Track Analytical Models

. Further explanation of the éapabi]ities of ARTS, Il1li-Track,
PSA-Burmister, MULTA and the GEOTRACK models are presented in Table
C-16. Before using these models, it is recommended that a detailed
study of the user's manual be undertaken.
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TABLE C-15. SUMMARY OF TRACK DEGRADATION MODE ANALY SIS REQUIREMENTS

Degradation
Modes -

Tie failure from

bending and torsion

Rail fastener failure

a) Pull-out of tie
inserts

b) Failure of rail clips

Track surface

deterioration (ver-

tical profile and

cross level)

a) Ballast failure
and flow

b) Subgrade failure
and settlement

Track alinement
deterioration

Performance

Issues

1) Pitch & Bounce
2) Twist & Roll

1) Yaw & Sway

1) Twist & Roll
2) Pitch & Bounce

) Yaw & Sway

Analysis Model
Requirements

Single vertical tie finite
element model with rail seat
loads and moments and variable
stiffness ballast support to
predict tie bending moments.
Estimate of maximum torsional
moment based on predicted
statistical tie plate loads.

Three dernensional finite
clement track model

which includes non-symetrical
vertical and lateral W/R loads,
fastner stiffness, rail torsion
and non-linear stiffnesses for
fastener and ballast.

Vertical track model using
Burrister's multi-layer
roadbed model and load
distribution program to
predict ballast and sub-
grade pressure and tie

and tie deflections.

Vertical Track model using
Burmister's multi-layer
roadbed model and load
distribution prograrm to
predict vertical tie loads.
Two dimensional finite

Related
Models

PSA
Ili-Track
MULTA
ARTS
GEOTRACK

ARTS
GEOTRACK

PSA
Mli-Track
MULTA
ARTS
GEOTRACK

PSA
Ii-Track
MULTA
ARTS
GEOTRACK



Degradation
Modes

Track alinement
deterioration (cont.)

Rail rollover

Wide gauge

12-3

Performance
Issues

Yaw & Sway

1) Yaw & Sway

1) Yaw & Sway



Analysis Model
Requirements

element lateral track model

with therinal loads, rail
fastener torsion al resis-
tance and nonlinear ballast
resistance which is depend-
ent on vertical tie loads.

Three demensional finite
model which includes non-
symmetrical vertical and
lateral W/R loads, fastener
stiffness, rail torsion and
non-linear stiffness for
fastener and ballast.

Three demensional track
model which includes non-
symmetrical vertical and
lateral W/R loads, fastener
stiffness, rail torsion and
non-linear stiffnesses for
fastener and ballast.

Related
Models

ARTS
GEOTRACK

ARTS
GEOTRACK



TABLE C-16: DETAILS OF SELECTED TRACK ANALYTICAL MODELS

ANALY SIS OF RAIL TRACK STRUCTURES-ARTS (48)
Developed by G. P. Raymond, D. J. Turcke, D. W. Siu '

Department of Civil Engineering Queen's University for Transport Canada Research
& Development Centre - 1978 updated - 1980.

Finite element method is used and a choice of hexahedronal, tetrahedornal and beam
elements is provided Wthh can model non-homogeneous isotropic elastic materials

properties.

Capability - This program is a static linear or non-linear analysis for moments,
deflection, stresses and strains of a three demmsmnal railroad track structure under

static loads.

-  Programming Language - Fortran [V
-  Hardware: B6700 240K
- Usage-The program has been used mainly in experimental tests run at Queens

University
- User Manual avaiable from the authors or sponsoring agencies but at present

the program is resticted

ILLI-TRACK-A FINITE ELEMENT ANALY SIS OF

CONVENTIONAL RAILWAY TRACK SUPPORT SYSTEM (58)

Developed by: M. R. Thompson, S. D. Tayabji, A. L. Robnett-Department of Civil
Engineering, University of Illinois at Urbana-Champaign-1976.
{

The model] is a two stage procedure the first being a longitudinial analysis by a rail-
tie representation as a beam spring system. Loads are input as point loads acting on
the rail. The second stage transverse analysis is performed. Considers a tie resting
on the ballast. The maximum deflection at a tie-obtained from the longitudinal
analysis is used as input. In each stage a plane-strain type analysis is performed.
Usage-this model has been validated using the measured response of the Kansas Test

Track.
Cc-22



PSA, BURMISTER - TRACK STRUCTURE MODELS MATHEMATICAL MODELS FOR

TRACK STRUCTURE (54)

Developed by: W. So,G.C. Martin, B. Singh, 1.C. Chang, E.H. Chang Association
of American Railroaas.

Model Description & Capabilities - Fifteen mathematical models were developed to
predict stresses and dxflecnons due to vertlcal and lateral wheel loads 1n track
structures.

The following list indicates which models apply to what area:

Vertical Track Models: 1) Beamn on Elastic Foundation 2) Finite Element Model -

Lateral Track Models: '1) Beam on Elastic Foundation 2) Finite Element Mode!

‘Tie Models: 1) Simple Beam 2) Finite Element Model

Rail-Fastener Model

Ballast-Subgrade Models: 1) Talbot's Equation 2) Pyramid of Stress
3) Broussinesq's Equations %) Westergaard's Equanons 5) Curruti's Equations -
6) Burmlster s Multi-Layer Elastic System

~

Three-Dimensional Track Models: 1) Finite Element Model with Prismatic
Elements 2) Finite Element Model With Member Representation

MULTI-LAYERED TRACK ANALYSIS (MULTA) (53)

Developed by: R.H. Prause, J. C. Kennedy D. AhlbeckBattelle Columbus Laboratories
1978-

Capabilities and Description - This program has a multi-layer representation of the
track roadbed which predicts realistic stress distributions in the ballast and
subgrade. It also takes into account the effect of the bending and changes and in
ballast depth, ballast and subgrade material properties, the size, and tie spacing.
features are the following: -

L.

2.

Model use 2-7 layers of homogeneous isotropic elastic material each having
distinct material properties & depth.

Flexible rail fastener and tie pad can be adjusted via vertical spring stiffness
between each rail tie.
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3. Loads can be supplied over tie or between ties.

4. Direct response to -~ deformation aue to bending and its effect on the
tie/ballast contact area.

Usage - Concrete tie track from Revenue Service used for validating the model

GEOTRACK MODEL FOR RAILROAD TRACK PERFORMANCE GEOTRACK (64)

Developed: C.S. Chang , C.W. Adegoke and E.T. Selig, Department of Cviil
Engineering, Unversity of Massachusetts 1978 up dated 1980-1981

The program is a three-dimensional, multilayer model for the elastic response of
railroad track, considering stress dependent material properaties and separation of
tie and ballast. Qutput of the model includes prediction of permanent settlement of
the track, rail-tie reactions, tie-ballast reactions, tie and rail bending moments. It
also provides diflections and the three dimensinal stress state at specified locations
within the roadbed layer. Solutions may be obtained for single axle or for truck
loading.

- Hardware-Capabilty of running onT SC DEC System 10/KL - 127K

- Usage - Extensive field testcorrelationwith FAST, Pueblo Co, and revenue
service track in conjunction with Battelle Laboratory and Office of
Research & Development FRA.

C-24



REFERENCES -- SECTION C

ANALYTICAL MODELS FOR THE STUDY OF VEHICLE DYNAMICS

1.

10.

11.

12.

Luttrell, N.W., Gupta, R. K., Low, E.M., Martin, G.C., "User's
Manual, Train Operations Simulator," Track Train Dynamics Program,
AAR, R-198, 1976.

Martin, G.C., Plouffe, W.E., Ahmed, S., Antezak, H., Tideman, H.,
"User's Manual, Detailed Longitudinal Train Action Model," Track
Train Dynamics Program, AAR R-220, 1976.

Tanne, J. and Brantman, R. "User's Manual, Train Stability
Analysis Program," U.S. DOT/TSC, January, 1980.

Esten, S. and Brantman, R., "User's Manual, Modified Quasi-Static
Lateral Train Stability Program," U.S. DOT/TSC, October, 1976.

Anon., "Technical Documentation, Lateral Train Stability Model,"
Track-Train Dynamics Program, 1976.

Raidt, J. B., Shum, K.L., Martin, G.C., Garg, V.K., "Technical
Documentation, Detailed Vertical Stability Models," Track-Train
Dynamics Program, AAR R-261, 1977.

Law, E.H., Hadden J.A., and Cooperrider, N.K., "General Models for
Lateral Stability Analyses of Railway Freight Vehicles," U.S. DOT,
Report No. FRA-OR&D-77-36, June, 1977.

Hedrick, J.K., Cooperrider, N.K., and Law, E.H., "The Application
of Quasi-linearization to Rail Vehicle Dynamic Analyses," Final
Report, U.S. DOT-Contract No. DOT-TSC-902, January, 1978.

Hull, R. and Cooperrider, N.K., "Influence of Nonlinear Wheel/Rail
Contact Geometry on Stability of Rail Vehicles," ASMETrans.,
Journal of Engineering for Industry, Vol. 99, No. 1, February,
1977.

Hannebrink, D.N., et al., "Influence of Axle-Load, Track, Gage,
and Wheel Profile on Rail Vehicle Hunting," ASMETrans., Journal of
Engineering for Industry, Vol. 99, No. 1, February, 1977.

Hedrick, J.K. and Arslan, A.V., "An Analytical Method for
Nonlinear Rail Vehicle Design," presented at the 1978 ASME Winter
Annual Meeting, S.F., CA, December, 1978.

Garg, V.K., Martin, C.G., Hartmann, P.W., Tolomei, J.G.,

"Technical Documentation, Locomotive Truck Hunting Model,"
Track-Train Dynamics Program, AAR R-219, 1976.

C-25



REFERENCES -~ SECTION C (continued)

13.
14.

15.

16.
17.

18.

19.
20.
21.
2.
23,
24,

25.

Hedrick, J.K., et al., "Nonlinear Analysis and Design Tools for
Rail Vehicles," Final Report, Phase III, MIT, Dept. of Mech. Eng.,

. A.A.R. Contract,.October,.1981.

Hedrick, . K., et al., "Performance Limits of -Rail: Péésenger
Veh1c1es," F1na1 Report U.S. DOT Office of Un1vers1ty Research,

»Contract No. DOT-0S~-70052, September, 1978.

L1epens, A.A., "Digital Computer S1mu1at1on of Ra11road Fre1ght
Cars," TRANS.ASME., Paper No. 65 -WA/RR-8, August, 1965.

Beaman, et al., "Freight Car Operations Computétiona] Metheds and
Engineering Data for Response to Cross-level Var1at1ons," Final
Report, U.S. DOT, TSC, 1976.

P]at1n, B.E., "Dynamic Ana]ys1sv and Stabilization Control of
Freight Car Rock1ng,“ Sc.D D1ssertat1on, Dept. of Mech. Eng., MIT,
June, 1978.

Healy, J.J., "A Computer Method for Calculating Dynamic Responses
on Nonlinear Flexible Rail Vehicles," Paper No. 76-RT-5 presented
at the ASME-IEEE Joint Railroad -Conference, Chicago, IL, April
6-8, 1976.

Hasseleman, T.K., and Johnson; L;, "Validation and -Verification of
Rail Vehicles Models," presented at the 1979 ASME Annual Winter
Meeting, N.Y., December, 1979.

Law, E.H. and Cooperrider, N.K:, "Nonlinear Dynemic and Steady-~
State Curving of Rail Vehicles," presented at the 1978 ASME Annual
Winter Meeting, S.F., CA, December, 1978.

E]kihs, J.A. and Gost11ng, R.J., "A General Quasi-static. Curving
Theory for Railway Vehic]es," Journal of Vehicle Dynamics,
September, 1977.

Denovchek, J.H. and Cooperrider, N.K., "Locomotive Dynamic Curving
Analysis Program--User's Manual," U.S.. DOT, FRA, Interim Report,
July, 1978. : :

Fallon, W.J., Cooperrider, N.K., and Law, ‘E.H., "An Investigation
of Railcar Dynamic Analysis," Report No. FRA-OR&D-78-19,  March,
1978.

Chang, E.H., Garg, V.K., .and Hartman, P.W., "Technical
Documentation, Locomotive Response Model," AAR Report R-295,
February, 1978. '

Chang, E.H., Garg, V.K., and Goodspeed, C.H., "Comparative Study

on the Linear and Nonlinear Response of Locomotive," presented at
the 1977 ASME Annual Winter Meeting, Atlanta, GA, December, 1977.

C-26



REFERENCES -- SECTION C (continued)

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37,

38.

39.

Shum, K.L. and Willis, T., "A Mathematical-Computer Simulation of
the Dynamics of a Freight Element in a Railroad Freight Car," U.s.
DOT, Report No. FRA/OR&D- 77/28 July, 1977.

Kachadourian, G., et al., "FRATE, Volume 1: User's Manual," U.S.
DOT, Report No. FRA/ORD-78/59, September, 1978.

Tse, Y.H., Martin, G.C., "User's Manual, Flexible Body Railroad
Freight Car," Track-Train Dynamics Program, AAR R-200, 1976.

Garg, V.K., et al., "Dynamic Curving Model of Locomotive and
Baggage Car," AAR.

Periman, A.B. ~and DiMasi, F.P., "Frequency Domain Computer
Programs for Prediction and Analysis of Rail Vehicle Models," U.S.
DOT FRA, Final Report, FRA-OR&D-76-135-1, December, 1975.

Hasselman, T.K., Bronowicki, A., and Hart, G., "DYNALIST-II: A
Computer Program for Stability and Dynamic Response Analysis of
Rail Vehicle  Systems,"  U.S. DOT, FRA, Final Report,
FRA-OR&D-75-22-1, February, 1975. '

Wormiey, D.N., et al., "Computational Performance Models for
Passenger Truck Design," U.S. DOT, Interim Report, Contract No.
DOT-TSC-1471, November, 1978.

Cheung, T.H.w., Garg, V.K., Martin, G.C., "Freight Car Hunting
Model," AAR R-251. '

Anon., "2-3-4 Axle Truck Curve Negot1at10n Mode1 " AAR, R-204,
R-205-, and R-206.

Berry, P.W., "Rail Vehicle Dynamics Library-Description and
Program Analysis," Report No. TR-903-3, The Analytic Sciences
Corporation, Reading, MA, November, 1979.

Anon., "Truck Design Optimization Project--Phase 2--Analytical and
Tool Assessment Report," Report No. FRA-ORD 79/36, Prepared by
Wyle Laboratory, August, 1979. ‘

Pilkey, W.D., "Review of Summary Computer Programs for Railway
Vehicle Dynamics," Department of Mech. & Aerospace Engineering,
University of Virginia, November, 1979.

Ciark, R., Eickhoff, B., and Hunt, G., "Prediction of the Dynamic
Response of Vehicles to Lateral Track Irregularities, 7th IAVSD
Symposium, Cambridge, England, September, 1981.

Cooperrider, H. and Law, E., "The Nonlinear Dynamics of Rail
Vehicles on Curve Entry and Negotiation," 7th IAVSD Symposium,
Cambridge, England, September, 1981.

c-27 -



REFERENCES -- SECTION C (continued)

40.

41.

42.

43.

44,

Cooperrider, N.K., Hedrick, J.K., Law, E.H., and Malstrom, C.W.,
“"The Application of Quasi-Linearization to the Prediction of
Nonlinear Railway Vehicle Response, "IUTAM Extensive Summaries,
Vehicle System Dynamics. ‘

Meacham, H.C. and Ahlbeck, D.R., "A Computer Study of Dynamic
Loads Caused by Vehicle-Track Interaction," Transactions of ASME,
August, 1969, pp. 808-816.

Goree, J.G., "User's Manual for Kalker's "Exact" Nonlinear Creep
Theory," Clemson University, South  Carolina, August, 1978,
FRA-OR&D.

Goree, J.G. and Law, E.H., "User's Manual for Kalker's Simplified
Nonlinear Creep Theory," Clemson University, S.C., August, 1977.

Sweet, L.M. and Karmel, A., "Analytical and Experimental Studies
of Derailment Processes of Railway Vehicles," Princeton
University, N.J., December, 1981, Draft Report.

ANALYTICAL MODELS OF TRACK STRUCTURE

- 45,

46.

47.

48.

49.

50.

51.

Gilan, A. and Hedrick, J.K., "Validating Rail Vehicle Dynamic
Models: A Case Study," Presented at ASME/IEEE Spring Conference,
N.Y., 1982, 82-RT-6. 4

Stewart, H.E., "Track Settlement Predictioné for FAST, Department
of Civil Engineering," University of Massachusetts, Amherst,
December, 1980.

Turcke, D.J. and Raymond, G.P., "“Three-Dimensional Analysis of
Rail Track Structure,” Transportation Research Board, 1979.

Raymond, G.P., Turcke, D.J., and Siu, D.W., "Analysis of Rail
Track Structures (ARTS) User's Manual," Second Edition, Canadian
Institute of Guided Ground Transportation, Queens' University,
Ontario, Canada, April, 1980. .

Fazio, A., "Creating a Fixed Plant Data Base; An Engineering
Viewpoint," AREA Committee #32, 1980.

Meacham, H.C., Prause, R.H., Ahlbeck, D.R., and Kasuba, J.A.,
“Studies for Rail Vehicle Track Structure, Battelle Memorial
Institute," Ohio, April, 1970.

Raymond, G.P. and Turcke, D.J., "Analysis of Rail Track Structures

(ARTS) User's Manual," Canadian Institute of Guided Ground
Transportation, Ontario, April, 1978. '

C-28



REFERENCES -- SECTION C (continued)

52.

53.

o4,

55.

56.

57.

58.

59.

60.
b1.
62.

63.

64.

Kerr, A.D. and El-Aini, VY.M., "Determination of Admissible
Temperature Increase to Prevent Vertical Track Buckling," Princeton
University, New Jersey, December, 1975.

Prause, P.H. and Kennedy, J.C., "Parametric Study of Track
Response," Battelle-Columbus Laboratories, Ohio, December, 1977.

So, W., Martin, G.C., Singh, B., Chang, I.C., and Chang, E.H.,
"Mathematical Models for Track Structures," Association of
American Railroads, Chicago, IL, April, 1977.

Makowski, A., "Policy Analysis with the Track Simulation Model,"
Pugh-Roberts Associates, Inc., Mass., January, 1980.

Baluch, H., "Use of the Findings from Rail-Wear Measurements for
Railroad Track Diagnostics," International Conference on
Wheel/Rail Load, etc., January, 1981. '

Kerr, A. D., "An Analysis.of Thermal Track Buckling in the Lateral
Plane," Princeton University, New Jersey, September, 1976.

Tayabji, S.D. and Thompson, M.R., "Program I1li-Track--A Finite
Element Analysis of Conventional Railway  Track  Support
Systems-User's Manual & Program Listing," University of Illinois,
March, 1976.

Tayabji, S.D. and Thompson, M.R., "Track Support Systems
Parameters Study-Ballast & Foundation Materials Research.Program,"

Unijversity of I1linois, Department of Civil Engineering, I]]1no1s,
March, 1976.

Anon., "Track Structures Research Program DOT-FR-30038: Task I--
Mathematical Modeling," Draft copy, AAR, Ch1cago, IL, September,
1975, Volumes 1 and 2.

Ahlbeck, D.R., Meacham, H.C. and Prause, R.H., "The Development of
Analytical Models for Railroad Track Dynamics," Symposium on
Ra1lroad Track Mechanics, April 21-23, 1975.

Selig, E.T., Chan, C.S., Alva-Hurtavdo, H.E., Adegoke, C.W., "A
Theory for Track Maintenance Life Prediction," June, 1981,
DOT-RSPA/DPD-50/81/25.

DiPilato, M.A., Levergood, A.V., Steinberg, E.I., Simon, R.M.,
"Ballast and Subgrade Requirements Study: Railroad Track
Substructure Design and Performance Evaluation Practices,"
February, 1982, FRA-CR&D-82-35.2

Chang, C.S., Adeqoke, C.W., Selig, E.T., "GEOTRACK Model for

Railroad Track Performance," November, 1980, Journal of the
Geotechnical Engineering Division.

C-29/C-30



_SECTION D..
RAIL VEHICLE MODEL VALIDATION

- D-1 INTRODUCTION

D-1.1 MODELING AND MODEL VALIDATION

Mathematical models have been found to be extremely useful tools for pre-
dicting the performance of complicated systems in place of costly test pro-
grams. The development of modern high-speed digital computers and the contin-
uing sharp deciine in the cost of computing have made modeling an increasingly
attractive alternative to testing of dynamic systems. However, even the most
sophisticated models are of no use unless they can be proven to adequately
represent reality (the performance. of the physical system being modeled).
Validation is the process of proving the adequacy of a model by use of approp-

“riate test data.

It is neither feasible nor desirable to design a mathematical model to
represent all possible modes of response of a vehicle for every anticipated
purpose. Models are tools which are best designed for specific, well-defined
purposes. In fact, a model ideally suited for one purpose may be totally
inappropriate for another, so the model purpose must always be kept in mind.
The design of a model always includes trade-offs among different features.
The intended purpose should govern how these tradeoffs are managed. Increas-
ing the complexity of a model (including more degrees of freedom or nonlinear-
ities) tends to permit it to represent more types of behavior more accurately,
but imposes the penalties of increasing the cost to develop, debug, and exe-
cute the model and making user interface more difficult (more input require-
ments, more difficult to understand). Similarly, the model which is designed
to be as general as possible will probably be more difficult and costly to use
than one which is designed for a specific purpose and specific conditions.

Mathematical models, once they are properly validated, can offer distinct
advantages over full-scale testing for studying many aspects of the dynamics
of rail vehicles:



(1) Models are much less expensive to run than fullscale tests and
they are not subject to weatherrelated problems. Full-scale
tests require the use of very costly vehicles, train crews,
instrumentation, data processing equipment, and testing person-
nel (technicians), as well as track which either has to be
specially constructed for testing or must be taken out of
revenue-producing uses for a period of time.

(2) Models can be run more rapidly than full-scale tests (even when
they are slower than real time on the computer), permitting
more conditions to be studied in the same period of time.

(3) Models pose no safety hazards and do no damage when used to

represent hazardous situations.such as potential derailments.

Many mathematical models of rail vehicle dynamics have been developed,
but these models have, in most cases, not been validated, -and the work that
has been performed to validate rail vehicle models has not been completely
successful. Often, it is 1hcomp1ete in that some data is looked at, occasion-
ally parameters are modified, but the final steps of comparing the model out-
puts to independent data sets and defining the range of validity of the modeils
are missing. These shortcomings are not necessarily oversights but generally
are limitations of the available data and funding. In some cases, the non-
linearity of the dynamics is not well understood and causes the modeling to be
invalid.

The inadequacy of test data has been a major contributor to problems in
past validation attempts.” Some test data sets do not include important, but
difficult to measure, quantities such as wheel/rail forces and wheel/rail dis-
placements. Oversights in test planning have been a common problem. In gene-
ral - (with the exception of models that require detailed wheel/rail measure-
ments for validation), the problems have not been with the state of the art of
testing or instrumentation technology, but with the omission of needed meas-
urements or test conditions.

Given the difficulty of validating rail vehicle dynamics models, the
botentiaT>behefits to be enjoyed from improved validation methods and test
planning procedures are substantial. If validated models could be applied to
predict performance with confidence, testing could be reduced and many ques-
tions about dynamic performance of rail vehicles could be answered more
quickly, accurately, and inexpensively than they can now.



D-1.2 SCOPE AND PURPOSE OF THIS SECTION

This section is designed to provide guidance for those in the railroad
and the railroad-related industries who are interested in validating vehicle
dynamic modeis. This section has been written for éengineering staff members
who have a-good -understanding of vehicle dynamic performance and railroad
equipment ana testing, but it 1is  not necessary to have a comprehensivée
mathematical background. The mathematical analysis and statistical aspects
of model validation have therefore been de-emphasized and in some cases
simplified. The emphasis here is more on intuitive insights and physica)
"feel" for vehicle performance. The procedufes éﬁggésted in this section
have been designed for practical use by industry, rather than -béing directed
at the research community. o

A principal purpose of this section is to "de-mystify" the model valida-
tion process and make it accessible to more potential users within the rail-
road industry. This includes not only the dynamics- analyst, but also the in-
strumentation personnel, test engineers, and planning and operating organiza-
tions who must all interact with each other to integrate the testing and an-
alysis activities in a model validation program. Previous model validation
efforts have had limited success. The systematic, step-by-step approach pre-
sented here has been designed to avoid the mistakes of the past and to-make it
easier to validate models in the future. The procedures which are described,
if followed in an orderly way, shod]d lead to either a successful model valid-
ation or a determination that the model cannot be va]jdated, without wasted
effort.

The instructions for validating a model are arranged in a .logical se-
quence which should be followed closely in practice. Because of -the great
diversity of the models and test data which could be used, it is impossible to
reduce these instructions to a single universally applied format. It is still
necessary for the analysts doing the validation work to make many important
decisions using their own judgement. Wherever possfb]e, examples haye been
“inserted in the text to relate the instructions to some specific rail Vehic]e
dynamics probliems. w
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D-1.3 OVERVIEW OF REMAINING CHAPTERS

Chapter D-2 provides answers to some of the basic background questions
about model validation, explaining what it is and why it is worth doing. That
chapter also addresses the fundamental questions of model complexity and the
relative economics of validating models or relying exclusively on testing to
learn about rail vehicle performance. Chapter D-3 then. covers the preliminary
steps which should be followed in all model validation programs before think-
ing about doing the testing. These include defining the structure and purpose
of the model to be validated and using those to select the validation criter-
ion, steps which have not received enough. attention in most previous valida-
tion programs.

Chapters D-4 and D-5 respectively cover the different steps which should
be followed when using existing test data and when running a new test program
for validating a model. The emphasis in Chapter D-4 is on determining whether
the data are adequate for the desired validation, while Chapter D-5 concen-
trates on designing a test program which will produce the needed data. 'In
each case, the recommended procedures include numerous runs of the model which
is being validated. Each validation program will require the use of either
the Chapter D-4 or the Chapter D-5 procedures, but not both.

Chapter D-6 describes the process of comparing the model predictions and
test results to determine the validity of the model. This step, which applies
to all validation attempts regardless of the source of the data, is what makes
model validation "special", and is therefore covered in considerable detail.
A critical feature of this comparison process is the adjustment, or modifica-
tion, of the model to improve its realism and the re-checking of the adjusted
model for all the tested conditions. The validation process is summarized in
compact form in Chapter D-7.

In the interest of keeping the main text of this report from becoming too
mathematical, equations have been restricted to use in tables and figures, and
the statistical issues have been segregated in the Appendix D-A, where they
are available for those who may be interested in them. Appendix D-B contains
a glossary of some of the technical terms used here, and Appendix D-C is an
example showing how the validation procedure can be applied to a simple linear
frequency domain model.
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D~2. ANSWERS TO BASIC QUESTIONS

D-2.1 WHAT IS A MATHEMATICAL MODEL?

An analytical model is an approximate mathematical representation of
reality. A vehicle dynamic model represents the performance of a vehicle (or
significant components of a vehicle) under certain operating conditions.
Typically, different models are used to represent different aspects of vehicle
performance. The fundamentally distinct aspects of vehicle performance are
referred to as dynamic processes or performance issues (explained in Section
.3.17). A model is normally designed to représent‘only one performance issue
in order to avoid excessive complexity.

Models can be designed to représent vehicle dynamics in several different
ways, referred to as analytical techniques (also explained in Section 3.1).

The diffefent analytical techniques offer trade-offs between accuracy and com-
p]exity. They are also suitable for revealing different characteristics of
vehicle performance - (such as‘frequency response using one analytical method
and peak response amplitude using a different method).

~ Vehicle dynamic models can range from the very simple to the very compli-
cated. The simplest models are'genera11y those which describe performance
trends based on one Very specific physical process (such as axle and truck
spacings or wheel rotations). These are describea more thoroughly in Section
D-2.4. The most complicated models typicaily represent the coupling among the
different modes of response of a compiete vehicle using as many as a hundred
degrees of freedom.' These models are so diverse that the amount and type of
effort required for va]idatiohs will vary greatly from model to model.

Although a vehicle dynamic model may be executed on a digital computer,
references to a model should not be interpreted as references to a computer
program: Some modelS (the very simple ones) may not require the use of a com-
puteﬁ at all. The same model could be imp]emented on a variety of different
computers by a variety of different people, all using different computer pro-
grams. Validation of the model, as described in this section, is completely
different from validation of these computer programs. Validation of a com-
puter program involves same very specific computer programming tasks, such as
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debugging, transferring code from one computer to another, and solving machine
specific problems. A validated analytical modef'could be implemented in a
computer program which was not validated, or a model which has not been vali-
dated physically (the kind of validation treated in this sectidn) could be
implemented in a validated computer program. Useful results can only be
obtained when both types of validation have been accomplished.

D-2.2 WHAT IS MODEL VALIDATION?

Validation of a model is the process of ensuring that the model offers a
valid representation of reality. There is no absolute standard of validity
which can be applied to all models all the time. Whether or not a model is
considered valid 'depends on what it is expected to be used for. A model
could, for example, be found valid for rough. preliminary design but not for
detailed final design. Likewise, a model could be valid for one veh1c]e or
track design but not another; or it could be valid under one set of operat1ng
conditions (speed, track inputs, 1oad1ng), but not another. '

In the process of validating a model, one tries to show that the model is
able to predict the results which actually occurred in tests. The model's
predictions must be close enough to the test results to be useful for the
model's intended purpose. The principal elements of the validation process
are:

(1) Def1n1ng the validation criterion.- Based on the purpose the
model is expected to serve, specify which model predictions are
to be compared to the test ,data and how cldse the agreement
should be for -validation.. For each validation, - there is a
single criterion to be satisfied, but if the mode] is to be
used for a different purpose, a new validation could be needed,
using a different criterion.

(2) Comparison of model and test results.-- Run the model and tests
: for identical conditions (inputs, track, and vehicle character-
istics) and compare the predicted and actual performance.

(3) Adjustment of model.- Change the mode], as needed, to improve
its ability to represent the test conditions. ’
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These elements of validation are not the steps which must be followed in
a validation exercise. Those steps are outlined and then discussed in detail
in Chapters D-3 through D-6.

» When the validation process has been concluded, one should be .able to
summarize the outcome by stating that the model under consideration was vali-
dated (or not validated) for:

(1) the stated purpose,

(2) the vehicle(s) or class of vehicle(s) used,
(3) the dynamic regime(s) consﬁdered;.and

(4) the type or condition of the track used.

All-inclusive statements about model validation which do not specifically
refer to these four qualifications are not useful. Once the model has been
validated, it can be used in place of testing to predict vehicle performance
under conditions satisfied by the above qualifications. It can not generally
be considered validated for any other conditions.

D-2.3 WHY VALIDATE A MODEL?

The planning, testing, and data analysis required for model validation
typically require substantial time, effort, and expense. This would not be
worth doing unless there were a significant benefit attached to the validated
- model.

Mathematical models of vehicle dynamics are viable alternatives to test-
ing for several reasons, most of which have strong economic impacts. Full-
scale tests require the wuse of very costly vehicles, train crews,
instrumentaiion, data processing eqdipment, and testing personnel (techni-
cians), as well as track which either has to be specially constructed for
testing or must be taken out of revenue-producing uses for a period. Changes
to vehicle design require fabrication and assembly of the new equipment, which
is much more costly and time-consuming than changing model parameter values.
Models can also be run more rapidly than full-scale tests (even when they are
slower than real time on the computer), permitting more ‘conditions to be
studied in the same period of time. Finally, models pose no safety hazards
and do no damage when used to represent hazardous situations such as potential
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derailments. In each of these cases, models offer significant advantages rel-
ative to testing.

Models cannot be used to evaluate or predict vehicle performance with
confidence unless they have been validated. An unvalidated model is little
more than a hypothesis or a set of assumpticns about vehicle performance, and
should not be used to guide important decisions. Thus, the benefits of model-
ing for vehicle design and evaluation cannot be enjoyed until the model is
validated.

The cost effectiveness of model validation depends on the trade-off be-
tween the effort required to validate the model and the additional testing
which would otherwise be required. If the model is expected to be used for
only a very limited set of conditions and very few runs, it may be faster and
less costly to run testg only for the cases of immediate interest. However,
if the model is expécted.to be used repeatedly, for a substantial variety of
cases, the cost savings from eliminating extra test cases shoﬁ]d be enough to
justify the cost of the validation process. In .general, the highest payoff
should come from validating the most heavily used models. '

D-2.4 AREN'T MODELS TOO COMPLICATED FOR ME TO USE?

Some vehicle dynamics models are in fact very comp]icated and difficult
to use, but many others are not. The real "art" in modeling is to be able to
choose or design the simplest possible model which will adegquately do the
job. The complexity of the model should thus depend on the complexity of the
behavior one is trying to predict. If one is concerned about avoiding suspen=~
sion and primary structural resonances in designing a railcar, for example,
the models could be very simple and the validation procedure straightforward.

Although many models require the use of computer programs, not all do.
The computer-oriented models are typically the time-domain simulations and
quasi-linear frequency domain analyses. Many Tlinear frequency domain and
steady-state models can also be applied much more quickly and easily by rely-
ing on the computer rather than desk-top methods. However, the simplest fre-
quency domain models, such as those used to identify basic resonance problems,
‘can generally be worked entirely by hand. The input frequencies can be
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calculated directly from vehicle speed, axle and truck spacings and wheel cir-
cumference, while suspension natural frequencies can be simply determined from
the mass and spring properties.

Models such as this are used widely without always being referred to as
models. Indeed, it would be virtually impossible to design a new railcar
without some elementary modeling. The need for validation and the applicabil-
ity of the validation procedures to be described in Chapters D-3 through D-6
are as pertinent to these simple models as they are to the complicated full-
vehicle and track modeis.

D-2.5 HOW MUCH IS IT GOING TO COST TO VALIDATE A MODEL?

The cost of validating a model can vary by as much as the cost of running
a series of tests. Obviously, the cost will depend on the model being valid-
ated, the purpose it is 1ntended to serve, the type of vehicle or consist
"needed, the dynamic regime(s) considered, and the difficulty of making the re-
quired measurements. Most of the cost elements associated with a model valid-
ation project should also be present in any well-conceived performance testing
project. (By performance testing is meant a test program designed to investi-
gate the performance of a specific vehicle under specific operating condi-
tions, without regard for the applicability of the results for other vehicles
or conditions.) However, performance testing is often conducted using a
“brute force" approach, with.-very 1little advance planning. While that
approach can sometimes yield the desired results when the testing is aimed at
answering a very specific question of ‘limited scope, it is not suitable for
model validation.

D-2.5.1 Test Planning

For example, the test planning needed for model validation may require as
much as 50% more effort than the planning for performance testing alone, in
order to ensure that all performance regimes and combinations of regimes
needed to characterize vehicle performance are included. Validation tests
also require careful measurements of track geometry, which performance testing
generally does not require.
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D-2.5.2 Instrumentation

The on-board instrumentation requirements for model validation are typi-
cally more demanding than for other kinds .of testing. Responses other than
the primary outputs of interest must be measured to validate most models, re-
quiring additional instrumentation and data channels. This could include
measurements of wheel/rail forces and displacements for models which are in-
fluenced by 1lateral wheel/rail interactions, suspension deflection measure-
ments for models which incorporate suspension effects, or. a selection of body-
mounted accelerometers for choosing the number of body-bending or torsion
modes to include in the model. 1In each case, the additional instrumentation
and data channels would increase the cost of the test program and data analy-
sis. This cost increase is most pronounced when the wheel/ rail forces and
displacements must be measured, owing to the difficulty of making those meas-
urements accurately. In other cases, the cost increase could be insignificant.

D-2.5.3 Data Analysis ~ . ‘ ‘

Model validation also requires some more thorough data analysis than per-
formance testing does. The most important special data analysis .consideration
for model validation is the synchronizing of track geometry ana vehicle dyné-
mics measurements. Because most test progréms are not set up for this type of
analysis, it wusually requires some special operations- (to be described
later). The track test section needs to be equipped with location markers
which can be detected by automatic location detectors (ALDs) on the track geo-
metry vehicle and the test vehicle. The on-board instrumentation and record-
ing system needs an additional data channel for the ALD information, and the
post-test processing must include interpolations to ensure that the ALD
signals all remain properly synchronized. The costs of the ALD instrumenta-
tion are not generally significant relative to the costs of the. other instru-
mentation required.

The data processing for alignment of ALD signals requires some skill and
experience, as well as significant computer time. The first time it is done,
it will be costlier than future runs, after experience has been established.



In particular, if the processing is only to be done a few times ana the devel-
opment of a computer program to automate the procedure cannot be justiffed, it
will be nécessary for a skilled aha]yst to intervene manualiy in the_éomputer
processing of all of the test data. This effort could addlsigpificahf1j'to
the cost of the data ané]ysis,Valthdugh the relative cost 1ncrease'depends on
the amount of other data processing required. For a test program ‘which
already requires sdbstantial data reductioﬁ, the ke]étive increase could be of
the order of 20%. On the 6ther hand, if only'm{nimdl data reductioh were
otherwise required, the synchronization process could double the data p?oces-
sing burden.

D-2.6 HOW MUCH MONEY CAN I SAVE BY VALIDATING A MODEL?

The cost of validating a model should be evaluated by comparison with the
cost of obtaining comparable information from testing alone (if indeed it can
be obtained only by testing). In each case, a thorough, well designed, and
well planned test sequence must be assumed if data of comparable quality are
to be obtained. The validation approach requires more advance planning and
data analysis, and probably more instrumentation, but less direct testing ex-
pense (fewer test cases to be run). The tradeoffs among these cost elements
will be different for every potential application, and should be evaluated on
a case-by-case basis.

Al11 of the cost-increasing aspects of model validation described in Sec-
tion D-2.5 can be outweighed by the reduction in direct testing expense rela-
tive to pure performance testing. Each computer run of a vehicle dynamics
model costs only a fraction as much as a full-scale test for the same condi-
tions. The model validation tests should be designed to include just enough
cases to reveal vehicle performance in the dynamic regimes of interest. This
is not nearly as many test cases as one would need to completely demonstrate
the vehicle performance trends and relationships within the same dynamic re-
gimes. The validated model could be used to "fiil in" the large number of
other cases in place of this testing.

The cost advantage of the validated model is even more pronounced when it
is necessary to evaluate the effects of changes in vehicle design. Testing of
a variety of different designs involves not only the direct cost of the test
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runs (which are probably numerous), but also the substantial costs of fabrica-
ting the new design equipment and installing it on the vehicle. The ability
of a model to represent the effects of vehicle design changes can be validated
-using a limited number of carefd]]y Chosen test cases. The validated model
can then be used to predict performance ﬁnder a wide variety of conditions
which do not have to be tested. This can save a large number of test runs, as
well as the time and éxpense of building and installing vehicle components of
new design. ) ' |



D-3. PRELIMINARY STEPS FOR ALL VAL IDATION PROGRAMS

This chapter reviews the preliminary steps which should be covered before
getting deeply involved in testing and data analysis for model validation.
These preliminaries are esseﬁtia] if the validation exercise is to produce
useful results. |

The chapter begins with a review of the types of models which can be
validated using the approach presented in this section. The critical issue of
defining model purpose is then covered, followed by the equally jmportant sub-
ject of selecting the validation criterion. The steps in the validation pro-
cess which are covered in this chapter are shown schematically in Figure
D-3.1. However, before discussing these steps, it is necessary to devote some
attention to the types of models being validated.

D-3.1 TYPES OF MODELS

The validation procedures covered in this report are designed for use
with rail vehicle dynamics models. These models are so diverse that it is
often hard to generalize for all of them. Because of the wide range of pur-
poses and requirements the models have been designed for, their complexity and
level of detail vary widely. However, the dynamic processes represented by
the models and the analytical (mathematical) techniques used to calculate pre-
dictions of vehicle behavior are so clearly distinct from each other that
these can be useful for categorizing the models. Within each of the categor-
ies defined by dynamic process and analytical technique, the models can vary
greatly in level of'detail (e.g., portions of vehicles or number of vehicles
described, degrees of freedom and non]inearitiés included, etc.).

D-3.1.1 Analytical Techniques

The analytical techniques which are typically used to solve rail vehicle
dynamics models are listed in Table D-3.1. Each analytical technique requires
the use of a different mathematical solution method to calculate the responses
of interest. Furthermore, the responses calculated using the different analy-
tical techniques ‘- are fundamentally different from each other, so that



DEFINE ‘MODEL PURPOSE (D-3.2.1)

1) ROLE IN VEHICLE DEVELOPMENT AND
EVALUATION PROCESS . '

2) HOW QUTPUTS WILL BE USED (HOW
QUANTITATIVE)

3) CONDITIONS TO BE COVERED
. _ SPEEDS

- INPUTS '
- VEHICLE CHARACTERISTICS

DEFINE MODEL STRUCTURE (D-3.2.2)

e DEGREES OF FREEDOM
(] NONLINEARITIES

SPECIFY VALIDATION CRITERION (D-3.3)

) DYNAMIC RESPONSE VARIABLES (D-3.3.1)

) STATISTICS OF THE RESPONSE VARIABLES (D-3.3.2)
) TOLERANCES ON STATISTICS (D-3.3.3)

) MATHEMATICAL FORM OF CRITERION (D-3.3.4)

GO TO CHAPTER D-4 IF USING
EXISTING TEST DATA OR

CHAPTER D-5 IF DESIGNING
A NEW TEST PROGRAM
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Figure D-3.1 Preliminary Steps In Model Validation Process
(Chapter D-3)
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Table D-3.1

Analytical Techniques Applied To Rail Vehicle Dynamics Models

e C(UASI-STATIC (ALGERPAIC)

o FPECUENCY DOMAIN
LIMEAR

CUASI-LIMNEAR
SPECTRAL ANALYSIS

MCDAL ANALYSIS

—

e TIME DCMAIN
- LINEAR
- NCNLIMEAR




different kinds of comparisons with test data are required to evaluate model
validity.

Quasi-Static;jA]gebraic) Solutions

The quasi-static (or algebraic) analytical technique is applied to
steady-state models which are designed to predict the dynamic equilibrium per-
formance of vehicles. These models are the simplest to validate because each
output quantity is a single humber, which can be compared with a single number
describing the same performance experienced in testing. An example of this
type is a model which calculates equilibrium forces and displacements in
steady curving (with constant speed and curve radius).

Frequency Domain Solutions

Several types of frequency domain analysis techniques can be applied to
rail vecnicle dynamics models. These methods are based on linear
assumptions, but can be adapted tfor use on nonlinear systems by using
quasilinearization techniques such as describing functions L1].
Eigenanalyses are used to determine natural frequencies, damping ratios and
mode shapes of vehicle response. Although eigenanalyses can be very
efficiently calculated, they are difficult to compare with test data because
testing cannot directly produce evidence of the natural frequency. However,
eigenanalyses can be used to predict the critical speed and damping of each
response mode for the onset of hunting, and that critical speed can be
compared with the speeds at which hunting becomes apparent in tests. More
commonly applied frequency domain analyses involve the use of transfer
functions to calculate vehicle response spectra and root mean square (rms)
va lues. These are typically used in models of ride quality or lading
response, for example, in which the outputs describe the vibration
environment on-board a vehicle.

Time Domain Solutions

The majority of the rail vehicle dynamics models which have been devel-
oped use time~domain solution techniques. For linear systems the solutions to
the model equations can be computed using linear algebra (via the state tran-
sition matrix). For general linear or nonlinear systems, the system differen-
tial equations can be solved by a variety of numerical integration
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techniques. In either case, the model can produce a sampled time history of
each response variable and any auxiliary variables the modeler may choose.

D-3.1.2 Dynamic Processes or Performance Issues

Table D-3.2 lists the dynamic processes which are typically represented
by rail vehicle dynamic models. For each process, different variables are the
significant indicators of vehicle performance and of model validation. The
validation procedures and criteria must reflect this diversity. For any par-
ticular model validation effort, the choice of which variables to use in
establishing validation must be made on the basis of an intimate understanding
of both the dynamic process being modeled and the individual candidate model.

The dynamic processes listed in Table D-3.2 are distinct and not inter-
changeable. Most models are designed to represent only one of these proces-
ses, with the exception of the Tateral forced response models, which sometimes
also include vertical forced responses. Combining several processes in one
model is generally more complicated than designing separate models for the
separate processes. Separate models can be designed to focus on the most
important phenomena for each dynamic process, while ignoring the less impor-
tant. These separate models are likely to have very little in common with
each other, even when designed to represent the same vehicle.

D-3.1.3 Combination of Analytical Techniques and Performance

Issues

The cross-categorization of the five analytical techniques and 10 perfor-
mance issues which have been considered here is shown in Table D-3.3. For a
given performance issue, there are usually a number of analytical techniques
that can reasonably be applied, depending upon the type and level of informa-
tion desired. The reasonable combinations are marked in Table D-3.3, in which
each "X" can be considered to represent a model category.

It is obviously impractical to specify separate validation procedures for
the nearly 30 categories of models indicated in Table D-3.3. The dimensions
of this problem become even worse when one considers that each model category
can include many different models, all having different degrees of freedom and
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Table D-3.2

Typical Rail Vehicle Dynamic Processes (Performance Issues)‘

SINGLE VEHICLE:

e TWIST AND RCLL

o HUNTING (LATERAL STABILITY)
o SPIRAL MEGCTIATICN

o STEADY-STATE CURVING

o DYNAMIC CURVING

o PITCH AND BCUNCE (VERTICAL
FCPCED RESPCNSE)

e YAW AND SWAY (LATERAL FCRCED
RESPCNSE)

MULTIPLE VEHICLES:

o STEADY-STATE BUFF AND DRAFT
e LOMGITUDINAL TRAIN ACTICN
" @ LONGITUDINAL IMPACT




Table D-3.3

Cross-Categorization Of Rail Vehicle Dynamics Models

KNALYTICAL TECHNICUES

FRECUENCY DCMAIN TIME DCMAIM
PERFOPMANCE ISSUES CUASI-STATIC® | LINEAR - CUASI-LINEAR - LINEAR | NONLINEAR
SIMGLE VEHICLES:
TWIST & ROLL X X
HUNTING
(LATERAL STABILITY) X X X
SPIPAL MEGOTIATION X
STEADY-STATE CURVING X X X
DYMAMIC CURVING X X
PITCH AND BOUNCE X X X 't
(VERTICAL FORCED
RESPONSE )
YA PND SWAY
(LATERAL FORCED X X X X
RESPONSE )
MULTIFLE VEWICLES:
STEADY-STATE BUFF AND X
DPAFT :
LCMGTTUDINAL ‘TPAIN X X X
ACTICN
LONGITUDINAL IMPACT X X X




nonlinear elements, and representing different types of vehicles (e.g., loco-
motives or hopper cars, radial or rigid frame trucks, etc.). The tremendous
variety of possible models makes it impossible to design one universal algo-
rithmic "black box" validation procedure which can be applied by an analyst
who may not thoroughly understand vehicle dynamics, mathematical modeling and
data analysis procedures.

Before beginning the validation process, it is necessary to review the
model thoroughly enough to-understand which dynamic process it represents and
which analytical method it uses. The dynamic process will determine which
aspects of vehicle performance are the primary outputs and which secondary.
The analytical method will determine which measures of performance (such as
maximum values, rms, spectral dénsities, natural frequencies, etc.) are
appropriate to consider for the validation criterion (Section D-3.3).

D-3.1.4 Nonlinearities

If rail vehicles displayed linear performance' they would be much €asier
to model and analyze than they are in fact. It is the nonlinear aspects of
their behavior which cause most of their dynamic response probiems, as well as
complicating their models and the validation of those models. In general,
these nonlinearities are physical processes whose performance changes qualita-
tively as the level of the input changes. The presence of any nonlinear ele-
ment or relationship in a system makes the entire system nonlinear, requiring
special care in analysis.

The details of nonlinear system analysis are much too complicated to ex-
“plain thoroughly here. All that can be recommended, in general, is that one
use great caution when analyzing the performance of a system which contains
any nonlinearities, particularly the “"stronger" nonlinearities.  The
"strength" of a nonlinear relationship is a rough measure of how much differ-
ent it is from a linear relationship.

Figure D-3.2 shows several different kinds of nonlinearity which are
prevalent in rail vehicles, in order of increasing nonlinearity. Any rail
vehicle model which includes any of these elements is therefore nonlinear and
cannot be treated using simplified linear analysis methods.
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D-3.2 MODEL PURPOSE AND STRUCTURE

The most important thing to bear in mind throughout the validation pro-
cess is the purpose which the validated model is expected to serve. The model
is, after all, a tool to be used in the design and/or evaTuation of vehicle
performance, rather than being an end product itself. The 'validation proce-
dure has to be tailored to tHe anticipated use of the model by choosing a
unique validation criterion which best indicates the model's suitability or
unsuitability for the intended purpose. The validation criterion (to be dis-
cussed more thoroughly in the next séction)’is the set of measures (and their
tolerances) by which. the model predictions and test results are compared in
the validation process.

The validation process does not produce the result that the model is
either "validated" or "not validated" across the board. Rather, the assess-
ment of model validity must be made in terms of model purpose. For example,
the same model could be found valid for one purpose but not for another, more
demanding, purpose. The distinction between the two cases is in the valida-
tion criterion, which may include either more or different types of output
variables and tighter tolerances for the more demanding model purpose.

D-3.2.1 Definition of Model Purpose

The first step which should be taken in validating a model is defining
the purpose(s) the model is going to serve. This definition of purpcse is a
three-level process which should begin by considering the model's general role
in the vehicle development and evaluation process, such as:

e preliminary conceptual design

o detailed final design

e comparison of alternate designs

e predicting performance under untried operating conditions
e test planning

e evaluating compliance with performance specifications

e defining limits for safe operation,
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The requirements for agreement between model predictions and test data will be
different for these differing purposes.

The second level of detail in the definition of model purpose is needed
to set tolerances in the validation criterion. This is the definition of how
the model outputs will be used: ~

e establishing performance trends (qualitative)
e ranking alternate designs (relative quantitative)
° qdantifying performance levels (absolute quant{tative)

For the first two purposes, the model must be able fo represent the proper
performance trends, while for the third it must also be able to predict cor-
rectly the level of performance on an absolute scale, which is considerably
more difficult. ' '

The third level of detail in the definition of model purpose is the des-
cription of the range of conditions for which the model.is expected to be
used. These include:

® speed range
® inputs

- track geometry and curvature
- track roughness and compliance

- external parameters (wind, temperature, creep
coefficient, etc.)

"o vehicle characteristics

- vehicle type(s)(1ocomotive, flat car, hopper,
etc.)

- range of vehicle parameter values (masses,
stiffnesses, dimensions)
These conditions are useful for designing the validation test program and for
specifying the conditions for which it will be necessary to determine whether
the model is valid. Of course, the dynamic process represented by the model
must also be appropriate for vehicle behavior under the specified conditions.

Throughout the remainder of the validation process, it will be helpful to
keep these specifications of model -purpose in mind whenever questions of
judgement arise. The model validation is not an end in itself, but rather the
validated model is a tool designed for specific purposes.
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D-3.2.2 Definition of Model Structure

Model structure is the specific selection of degrées of freedom and non-
linearities which distinguishes oné model from another. If any of the degrees
of freedom or the forms of the noniinearities are modified in the course of
the validation process, the model structure should be considered different.
On the other hand, changes in the values of model parameters (masses, stiff-
nesses, dimensions, etc.) are not changes in model structure. Validation of a
model for use on a general class of vehicles (e.g., six-axle Tocomotives)
refers to the validation of the model structure and the method used to select
the model's parameter values. In contrast, validation of a model for a speci-
fic vehicle (e.g., an E-8 locomotive) involves both the model structure and
the specific parameter values used to describe that vehicle. The validation
of the general model structure is a more difficult and costly process, since
it requires, in effect, the validation of the model structure for several dif-
ferent vehicles.

D-3.3 SPECIFYING THE VALIDATION CRITERION

The validation criterion is a uniquely defined sét of measures used to
decide whether the agreement between model predictions and test results is
close enough that the model can be considered validated. This criterion must
be selected before any of the later steps in the validation process can be
performed. The selection of the criterion must be based on the model purpose,
which was already defined, and on the analyst's understanding of the dynamics
of the vehicle being tested. -Specific validation criteria for all models
which one may wish to validate cannot be provided here, but the thought pro-
cess which should be used to select the criterion for each validation will be
described. It should be emphasized here that a single criterion is to -be
applied to the validation of a model for a specific- purpose. Whether or not
this criterion is completely satisfied will determine whether the model is
validated. If another validation is to be conducted (for a different model
purpose, for example), a different criterion will have to be selected. ‘

The selection of the validation criterion involves four elements, which
must proceed in sequence: ‘
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(1) which dynamic response variables to compare

(2) which measures (or statistics) of each variable to examine

(3) what tolerance level to appTy to each

(4) what mathematical form to use to combine the individual measures

In the following four sections guidance will be offered for selecting these
elements of the validation criterion, independent of any. limitations posed by
the need to use an existing set of test data. Sometimes the test data which
are available for use in the validation program are not compatible with the
preferred variables and statistics. This may limit the scope of the model-
validation which can be done, as explained in Chapter D-4. For example, tests
on perturbed track which do not produce statistically stationary results
(i.e., results which have the same statistical properties for all time inter-
vals) will not be suitable to use with most of the frequency domain statistics.

D-3.3.1 Dynamic Response Varijables

The choice of dynamic response variables should be based on the model
purpose and structure. These variables should be those which are most impor-
tant for the ultimate use of the model (the primary outputs) and those inter-
mediate outputs which are expected to be most revealing of model deficien-
cies. The primary outputs are normally easy to -specify as those which are
needed to satisfy the purpose which the model is intended to serve. These
must be included to ensure that the model is at the very least predicting the
essential responses correctly.

The choice of which intermediate outputs to include in the validation
criterion is somewhat more subtle, depending heavily on the analyst's under-
standing of the model and of the physics of the vehicle being modeled and
tested. This choice should be designed to test the internal workings of the
model, making sure that the important response modes of the vehicle which do
not directly produce the primary outputs are still modeled properly. For
example, the validation criterion for a forced vertical response (ride qual-
ity) model of a vehicle should include not only the body accelerations (pri-
mary outputs) but also the suspension deflections (intermediate outputs). If
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the important intermediate outputs are not well represented by the model, this
indicates that the model has a structural defect which will probably lead to
erroneous predictions of the primary outputs under some other conditions. The
intermediate output quantities which are important for validating one model
may be completely different from those which should be used for validating
another model, making it difficult to specify general validation criteria.

Table D-3.4 shows some examples of the primary and intermediate response
variables which could be used in the validation criteria for models of differ-
ent dynamic processes. Any individual model may only require the use of a
subset of these variables, and some models will require the use of variables
which do not appear in the table. The table is included here to stimulate
thought about the types of variables which should generally be included in
validation criteria, and is not an all encompassing tabulation of the variables
to choose from.

D-3.3.2 Statistics of the Response Variables - -

The dynamic response variables of a rail vehicle can be characterized in
many different ways, corresponding to different statistics. The selection of
these statistics for each variable to use in the validation criterion has a
very important influence on the significance of the validation (some being
easier, and others harder, to match). In particular, the statistics which afe
chosen should be éppropriate for the analytical method- of the model being
validated. Examples of the statistics which could be used for models based on
the three major classes of analytical techniques are 1listed in Table D-3.5,
using the definitions in Table D-3.6.

The definitions of the statistics must be handled very carefully, because
many serious errors have been made in this area in the past. This is particu-
larly true of the frequency domain measures, which are based on Fourier Trans-
forms of the response time history measures. The definitions must be consis-
tent to avoid common errors by factors of 2 and 27 which often result from
improper definitions of frequency (Hertz or cycles per second, f, and radi-
ans per second, w), improper mixing of double sided spectra, Sxx(f), with
single-sided spectra, G

«x(f)s and improper normalization of the Fourier
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Table D-3.4

Examples Of Candidate Response Variables To Include In The
Validation Criterion (Not An All-Inclusive Listing)

PERFCRMANCE ISSUE

PRIMARY
RESPCNSE VARIABLES

INTERMEDIATE
RESPCNSE VAPIABLES

TWIST AND PCLL

BODY RCLL ANGLE
WHEEL LIFT
SUSPEMSION DEFLECTIONS

BODY ACCELERATIONS

WHEEL /RAIL FCRCES

NATURAL FRECUENCIES
AND DAMPING RATIOS

HUMTIMG (LATERAL STABILITY)

CRITICAL SPEED

TRUCK LATERAL AND YAW
DISPLACEMENTS

DAMPING RATIOS OF RESPONSE MCDES

WHEEL /RAIL CCNTACT ANGLES AND FORCES
SUSPENSICN DEFLECTICNS

BCDY ACCELERATIONS

SPIPAL NECOTIATICN

LATERAL WHEEL-RAIL FCRCES
WHEEL-RAIL DISPLACEMENTS

SUSPENSION DEFLECTICNS
BCDY ACCELERATIONS

STEADY-STATE CURVING

WHEEL-RAIL DISPLACEMENTS
AND FORCES
SUSPENSION DEFLECTIONS

BODY RCLL AMGLE
TRUCK DISPLACEMENTS

DYMAMIC CUPVING

CPITICAL SPEED

BCDY ACCELEPATIONS

TRPUCK LATERAL AND YAW
DISPLACEMENTS

WHEEL~RAIL FCRCES

SUSPENSICM DEFLECTIONS

PITCH AND BCUNCE :
(VEPTICAL FOPCED RESPONSE

BODY VERTICAL AND PITCH
ACCELFRATICNS

SUSPENSICN DEFLECTICNS

TRUCK ACCELERATIONS

NATURAL FRECUENCIES
AND DAMPING RATIOS

YAW AND SWAY
(LATEPAL FORCED
RESPQNSE)

WHEEL-RAIL DISPLACEMENTS

WHEEL-RAIL FORCES

BCDY YAW AND LATEPAL
ACCELFRATICNS

SUSPENSICN DEFLECTICNS

TRUCK ACCELERATICNS

MATURAL FRECUENCIES
AND DAMPING RATIOS

STERDY-STATE BUFF
AND PRAFT

COUPLER LATERAL FCRCES

CPAFT GEAR DEFLECTICNS AND AMGLES
BUFF AND DRAFT FORCES

LOMGITUDTNAL TRAIN
ACTICM

BUFF AND DPAFT FCRCES

TIMES CF BUFF AMD DPAFT
TRANSTTICNS

L/V FCRCE PATIOS

BODY ACCELEPATIONS
COUPLER ANGLES

LCMGITUDRIMAL IMPACT

RUFF AMD DPAFT FOPCES
DPAFT GEAR DISFLACEMENTS

BCDY ACCELFRATICNS
SUSPENSICMN DEFLECTICMS
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Table D-3.5

Examples Of Statistics Of Response Variables Which Can Be
Used In The Validation Criterion

ANALYTICAL METHCD.. . STATISTICS . . DEFINITIOMS
(VARIABLES DEFINED IN TABLE D-3.6)

QUASI-STATIC ' STEADY-STATE VALUE
(ALGEBPAIC) o
.‘j ]N' E
TIME DOMAIN MEAN VALUE x=q > x(ist)
_ =) :
2, o
VARIANCE C Ox =g 2 (x{iat)-x)

COEFFICIENT OF VARIATION |e= %x/x

PEAK AMPLITUDE A peak
EXCEEDANCES Aggs Apgqs €tc-
. ’ N . 2
FIT ERROR , T [x(iat) - x(iat)]
i=l ..
1 N-r )
AUTOCORPELAT ION R (1) = g 2 [xliatdx(iat +<)], re=c/at

i
S © H-r . . :

. CROSS-CORRELATION ny(r) = Fr 12% [x(IAt)y(lAt‘+ )], r=c /st
TIME LAGS BETWEEN EVENTS | tpep, - tppax

BIAS ERRORS .- - B = XSTEADY STATE ~ XSTEADY STATE

RESPCNSE WAVEFORM SHAPES “EYEBALL" COMPARISCNS AND FIT ERRCR
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Table D-3.5 (Continued)

ANALYTICAL METHCD

STATISTICS

DEFINITIONS
(VARIABLES DEFINED IN TABLE D-3.6)

FRECUEMCY DCMAIN

PCWER SPECTPAL DENSITY

CPOSS SPECTRAL DENSITY

CCHERENCE FUMCTION

FRECUENCY RESPCNSE FUNCTION

MATURAL FPECUENCY OF
PESPCNSE MCDE 1

DAMPIMG PATIO CF RESPCNSE -

MODE i

PHASE RELATIONSHIPS OF
RESPOMSE MCDES 1, ]

RELATIVE AMPLITUDES OF
RESPCNSE MCDES i and j

MEAN VALUE

MEAN SCUARE

PCOT-MEAN-SCUARE (RMS)

VARIANCE

FPECUENCY-WEIGHTED PMS

S

S

Y

4

(f) =Jn ()e327fT4r  (FOURTER TRANSFORM OF
g : AUTCCOPPELATICN)

(f) =fR () eI fT4c (FOURIER TRANSFOPM OF
xy' S Ty CRCSS-CORPELATICN)
2 mO'E
Xy “xx Yy

S, (F)

Hy(f) = TL(T,—

xX

2 2 1/2/
fn,‘-'- (ai+ bi) on

(FROM EIGENVALUE ANALYSIS AMD INSPECTION OF
FPECUENCY RESPCNSE FUNCTICM)

? 2172

i =‘a,‘/(ai + bi) (FROM EIGENVALUE ANALYSIS

43 (FROM EIGENVALUE ANALYSIS)

Ai/A

k|
X = §,,(0)
® M/2
oo §
vy -_";fsxxv(f)dt = . S, (18F)
‘bx
2.2 =2
ax = wx - X
- E 2 s
/Sxx(f)w(f)df} = [% e S, x(aFIW(iaf) }

1/2
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Table D-3.6

Definitions Of Response Variable Statistics Terminology

TIME DCMAIN

x(iat)
y(iat)
x(iat)
X

B

T
ApEAK
tPEAK
Aas

Atao

Rxx('l')
ny('l')

At

RESPCNSE TIME HISTORIES OF x and y, at time interval i

ESTIMATED (MODELED) TIME HISTORY OF x
SAMPLE MEAN VALUE OF x

BIAS ERROR BETWEEN x and x

TIME DISPLACEMENT (LAG)

PEAK AMPLITUDE FCR A TIME HISTORY EVENT
TIME AT WHICH PEAK CCCURS

AMPLITUDE EXCEEDED §% CF THE TIME (95% ILE)

AMPLITUDE EXCEEDED FCR DURATION OF 4Cms DURING FEAK
EXCURSION

AUTOCORRELATION OF x

CROSS~-CCRRELATICN OF x and y

TIME INTERVALS BETWEEN SAMPLES

NUMBER OF SAMPLES IN TIME HISTORY RECORD
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Table D-3.6 (Continued)

'FREQUENCY DCMATM -

REAL PART OF EIGENVALUE CF MODE i
IMAGINARY PART OF EIGENVALUE CF MODE i
FOURIER TPANSFORM OF x(t)

FRECUENCY (CYCLES PER SECOND)

FRECUENCY INTERVALS FOR SPECTRAL ESTIMATES
POWER SPECTRAL DENSITY FUNCTION OF X

CROSS SPECTRAL DENSITY FUNCTION OF x and y
STANDARD DEVIATICN OF X |

VARIANCE OF x
MEAN-SQUARE VALUE OF x

RMS VALUE CF x

FRECUENCY WEIGHTING FUNCTION
COHERENCE FUNCTION OF x AND y
FRECUENCY RESPONSE FUNCTION
AMPLITUDE CF MCDE i

NATURAL FRECUENCY OF MODE i
DAMPING RATIO OF MODE 1

NUMBER OF FRECUENCY SAMPLES IN TWO-SIDED SPECTRUM
(INCLUDING BCTH NEGATIVE AMD POSITIVE FREQUENCIES)
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Transtorm (2m factor). These points are highly technical, but they can seri-
ously influence the validation process.  For guidance on nhow to handle these

data analysis issues, it would be best to consult an authoritative text on the
subject, such as Ref. [2].

As Table D-3.5 shows, some of the basic statistical measures such as the
mean and variance and the statistics derived from them (standard deviation,
mean square and rms) can be computed in either the frequency or time domain,
as appropriate. The definitions of these and other statistics in Table D-3.5
are not the most theoretically precise versions available, but have been de-
fined in such a way as to show how they should be computed digitally from the

sampled data which would be available from a validation test or simulation
model run.

Beginning with the listing of time domain statistics in Table D-3.5, the
mean is simply the average of all the samples, while the variance describes
the "spread" of those samples around the mean value. The coefficient of vari-
ation is the standard deviation normalized by the mean, a measure of the
“shape" of the distribution of the sample results. The fit error is the sum
of the squares of the differences between the model and test results at each
time step. It is best used for comparing the "fit" of several different
models to the test data, to help choose the "best" model, once all time-scale
(phase) errors between the model and test results are eliminated. The corre-
lation measures are not single numbers, but are mathematical functions which
must be calculated from the data for each value  of T(time displacement}.
These functions are mainly used for deriving the spectral density functions in

the frequency domain, rather than being used. directly for assessing model
validity.

Bias errors are generally the first ones which should be eliminated, be-
cause they can produce serious mistakes in the calculations for the other
statistics. Biases are generally isolated by examining vehic]e\berformance in
the steady state (unperturbed), where it is often easy to estimate from the
basic physics what values many of the response variables should have. Appar-
ent inconsistencies among the values for several variables are also good indi-
cators of biases which need to be removed (such as mean value of total verti-
cal forces between wheels and rails not equalling vehicle weight in steady
state, or total truck Tlateral forces on tangent track not summing to zero).
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The sources of the biases are often in the selection of zero scale points for
instrumentation which do not correspond to the zero- points defined in models.
This could include examples such as.fprce-measuréments which do not have. ve-
hicle weights or spring pre-loads deducted, or displacement measurements which
start from arbitrary zero settings. In each case, manual corrections must be
made by the analyst to ensure that the test data and model- predictions are de-
fined from the same zero points.-

The frequency domain statistics of Table D-3.5 are’ mostly defined in
terms of “the spectral densities. The spectral densities are not' directly
measured statistics, but are calculated as the Fourier Transforms of the cor-
relation functions which were defined in the time domain  section of - the
table. The integral equations which are shown for the spectral densities are
the formal definitions of the Fourier Transforms, but do not correspond to how
they would be calculated in practice. These transforms are commonly performed
on sampled test data using "Fast Fourier Transform" (FFT) computer programs
which "are available as standard software packages, or using spectrum analyzer
_equipment. In either case, the functions Sxx(f) and 'Sxy(f) will be
defined for M different values of frequency, f. The power spectral density
is a real-valued function (magnitude only), but.the cross-spectral density. is
a complex function, including both magnitude and phase. When working with the
Fourier analysis of data, - there are several potential sources of error, which
can only be avoided by careful application of the proper procedures, as de-
scribed in sources such as Reference [1].- Fourier analysis of test data
should only be attempted after the concepts of "data windows," "leakage,"
"aliasing," and proper selection of sample sizes and intervals are thoroughly
understbod.

Once the spectral density functions have been calculated properly, Table
D-3.5 shows how to find the coherence and frequency response functions, as
well as the mean, mean-square, variance and rms values. All of these measures
are amplitude only, except for the frequency response function, which includes
both amplitude (transmissibility) and phase. The natural frequencies, damping
ratios, and phase relationships of the response modes can be found from eigen-
value analyses. The .amplitudes, as well as the natural frequencies and damp-
ing ratios, of the modes can be estimated from the frequency response func-
tions.
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Some of the frequency domain statistics discussed here are derived using
the assumption that the system (vehicle) which is being modeled and tested is
linear. If the vehicle has significant nonlinear performance characteristics
| (as most rail vehicles do), these statistics can lose much of their meaning.
In particular, the frequency response function can only be derived from the
input and output power spectral densities and cross-spectral density for a
lTinear system. The modal response statistics (natural frequencies, damping
ratios, amplitudes and phases) are similarly onlty applicable to linear sys-
tems. For nonlinear systems, these statistics are amplitude-dependent and
cannot be used to provide a general description of system dynamics. Even sep-
arate descriptions of vehicle dynamics for different amplitudes (i.e., linear-
izing at specific operating conditions) may fail to show some very important
nonlinear effects such as limit cycles (for example, in hunting), jump reso-
nances (in twist and roll), backlash and hysteresis. If there is any reason
to suspect that a vehicle's response is nonlinear, the Tlinear statistics
should not be used until the nonlinear effects are demonstrated to be insigni-
ficant.

The choice of statistical measures to use in the validation criterion is
simplest for the quasi-static models, because the outputs of these models are
single numbers for each dynamic response variable, with no frequency or time
domain complications. The frequency domain models should be validated using
frequency domain measures, while time domain models can use either time or
frequency domain measures (the latter after Fourier transforming the time
domain response). Different measures can be applied to different dynamic re-
sponse variables of the same model (e.g., rms acceleration and peak amplitude
of displacement) and multiple measures can be applied to one dynamic response
variable (e.g. both rms and peak acceleration).

The selection of which ‘statistic to apply to each dynamic response vari-
able should be based on the purpose of the model and the importance of each
statistic for the physical processes at work. In some cases, the choice is
obvious once the response variable is chosen. Such an example is the use of
the damping ratio of the least damped mode for frequency domain models to pre-
dict the onset of hunting (1ateral stability). On the other hand, validation
of a ride quality (forced response) model could include use of any of the fol-
Towing statistics of any of the body accelerations: mean, rms, frequency-
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weighted rms, spectral density, and the natural frequencies and damping ratios
 of the principal body modes. Unfortunately, the ride quality example is more
typical ‘of most models, in that the choice of the most appropriate statistics
is not obvious. Indeed, there are no general rules which can be applied to
choose the statistics to use for the general model categories (dynamic proces-
ses and analytical methods). '

The choice of statistics must be made separately for each individual
model which is to be validated, keeping in mind the purpose of the model. If
the model is to be used to estimate maximum forces or deflections, then cer-
tainly the maximum -value statistics should be used in the validation criter-
ion. Simi]arly; if the model is to be used to predict passenger ride guality,
the frequency weighted rms or the spectral density should be included, and if
the mode1 is intended to represent forced responses over a wide range of input
conditions the frequency response functions should appear in the validation
criterion. The most 1mbortant factor to keep in mind when choosing the sta-
tistics is to make sure that they are the ones which will most clearly show
whether or not the model is valid for its intended purpose.

D-3.3.3 Tolerances

Once the dynamic response variables and their statistics have been selec-
ted, it is necessary to decide how closely the test fésu]ts and model predic-
tions must agree with each other for the model to be- considered validated.
These tolerances must be tight enough to guarantee that the model will be able
to serve the desired purpose, while at the same time not being so stringent
that they cannot be satisfied realistically. Definition of these tolerances
can. be reasonably straightforward for the statistics which are described by a
single number (mean, rms, maximum, -etc.), but can become more complicated for
the - statistics which are described by series of numbers (spectral densities,
correlations, frequency response functions, etc.). These tolerances are inde-
pendent of instrumentation system tolerances, which are considered in Section
.D-5.2.3.

The tolerances which should be chosen cannot be based on the dynamic pro-
cesses or analytical methods embodied in the model, but must be based on the
model's anticipated use. The tolerances should in general be tightest on
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the primary output variables, those which the model is to be used to predict.
The tolerances should also generally be tighter for representing the trends
from one case to another than for predicting absolute values of individual
responses. This emphasis on the trends is recommended because the prediction
of trends is generally a more 1mpoftant use of vehicle dynamic models than the
prediction of responses to specific conditions and the trends are also less
likely to be disturbed by random errors in testing.

There are also, some fundamental physical reasons why. the tolerances
should be different. on different types of response variables. For example,
the tolerance on prediction of natural frequency should generally be tighter
than that on damping ratio. The natural frequency of avsystem or of a re-
sponse mode is probably the most important single description of its perfor-
mance, and it should also be relatively easy to predict on the basis of simple
estimates of mass and stiffness properties. Although damping is also an im-
. portant description of -a system's dynamics, the most common measure, damping
ratio, is difficult to identify from test data, .as well. as not being applic-
able to nonlinear responses such as those produced by dry friction in suspen-
sions. The exponential decay envelope assumed for linear damping cannot be
matched directly to the triangular envelope produced by dry friction. Conse-
quently, the tolerances on damping ratio should generally be much looser than
the tolerances on natural frequency. A +20% tolerance on damping ratio could
be regarded as very stringent, while the same tolerance on natural frequency
would be very loose for most applications.

The tolerances on the statistics which are not described by single-num-
bers ‘must be defined carefully in order to maintdin - statistical validity while
not disquising potential'problems. The comparisons between the -measured and
predicted values- of these statistics can be made in several different ways, as
listed in Table D-3.7. None of these measures is ideal, and indeed in some
cases it -may be a good idea to use more than one of them. The choice should,
once again, depend on how the model is expected to be used (e.g., whether to
evaluate average or. extreme conditions). When the correlations and- the fre-
quency domain measures are used, it is necessary to consider the statistical
significance of the measures which are derived from the test data. The fol-
Towing example for the comparison of modeled and observed response spectral
densities will illustrate this point:
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Table D-3.7

Ways of Comparing Multiple-Valued Statistics

 COMPARISON , IMPLICATIONS

MAXIMUM AMPLITUDE DIFFERENCE SIMPLE TO COMPUTE, BUT

o ACCENTUATES POOR AGREEMENT IN
ISOLATED PLACES

e IGNORES GOOD AGREEMENT IN
MOST PLACES

® VERY SENSITIVE TO PHASING ERRORS

FIT ERROR CONCISE MEASURE OF “GOODNESS OF FIT," BUT
| o VERY SENSITIVE TO PHASING ERRORS

e BIAS ERRORS MUST BE REMOVED _

e SENSITIVE TO DIFFERENT NOISE LEVELS
o MORE COMPLICATED TO COMPUTE

PHASE OR TIME OR FREQUENCY SIGNIFICANT MEASURE OF VERISIMILITUDE OF
DIFFERENCE RESPONSE CHARACTERISTIC, BUT

e USUALLY VARIES ACROSS THE STATISTIC
(NOT A SINGLE MEASURE)

e CAN BE DIFFICULT TO MEASURE

PRECISELY
WEIGHTED VALUES OF ABOVE | CAN BE BETTER TAILORED TO THE
COMPARISONS ' PURPOSE OF EACH SPECIFIC MODEL, BUT
e SHARES THE SAME IMPLICATIONS
AS ABOVE

o SOMEWHAT MORE COMPLICATED TO COMPUTE
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Model-predicted spectral densities are "smooth" as long as the model
does not include any noise. ‘However, the spectral densities derived
from test data are always "noisy," since noise cannot be eliminated
in any real test arrangement. Even if the model were a "perfect"
representation of the vehicle being tested, the two spectra would be
substantially different. To make matters even worse, the amount of
noise present in the test directly affects the comparisons between
the measured -and model-predicted spectra. This problem can be
handled in several different ways. The best way of reducing the
noise effect is to run. numerous long tests, calculating separate
spectral densities for each (or even several separate spectra per
test, if they are long enough), and to then average these spectra
together. In addition to this averaging process, the "jagged" Took
of the experimental spectra can be reduced by numerical smoothing of
the data, averaging several adjacent data points together to get
each new data point. These averaging and smoothing processes will
reduce the effects of noise on both the maximum-difference and fit-
error measures of the disagreements between. the test results and
model predictions.

Tne.statistically “correct" approach to evaluating the differences

between the tests,result and model prediction statistics, takinquccount of
noise influences and the amount of data available, should be left to the

statisticians. Some of the requirements of that approach are described in
Appendix D-A. For more general users of model validation procedures, the

tolerances on the statistical validation criteria will have to be selected to
correspond to an educated “"best guess" about how close the model predications

. should be to the test results. 'This guess should be based on the analyst's
confidence that the results throughout the course of each test, and when

compared to other tests, remain consistent and directly related to the
physical phenomenon beinyg modeled, rather than being associated with random

occurrences, noise, or test and instrumentation errors.

" D-3.3.4 Mathematical Form

The final aspect of the definition of the validation criterion is the
mathematical form which is used. This simply refers to the way of combining
all the separate measures of a model's validity in order to reach the final
verdict on whether the model has been validated. Each different mathematical
form is based on different assumptions about the relative importance of the
separate measures of validity. The types of mathematical forms which could be
used are listed in Table D-3.8.
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Table D-3.8

Mathematical Forms For Model Validation Criterion

MATHEMATICAL FCRM i EVALUATICN

(1) THRESHOLD OM WEIGHTED SUM | TCTAL SUM OF ABSCLUTE VALUES (CR SCUARES) CF

CF ERPCRS DIFFERENCES BETWEEN MCDEL AND TEST RESULTS
FCR ALL MEASURES, WEIGHTED BY UNITS AND
RELATIVE IMPCPTANCE, MUST BE WITHIN
SPECIFIED THRESHCLD.

(?) THRESHCLD CN WEIGHTED SUM | TOTAL SUM CF ABSCLUTE VALUES (CR SCUARES) CF

CF TCLERANCE EXCEEDANCES AMCUNT BY WHICH PERFCPMANCE MEASURE
TOLERANCES ARE EXCEEDED, WEIGHTED BY UNITS
AND RELATIVE IMPCRTANCE, MUST BE WITHIN
SPECIFIED THRESHOLD.

(3) THPESHCLD OM WEIGHTED PPCDUCT OF ABSCLUTE VALUES (CR SCUARES)’CF
PRCDUCT CF ABSOLUTE DIFFERENCES BETWEEM MCDEL AND TEST PESULTS,
VALUES CF ERRCRS FCP ALL MEASURES, WEIGHTED .BY UNITS AND

PELATIVE IMPCRTANCE, MUST BE WITHIN
SPECIFIED THPESHOLD. '

(4) NC TCLERAMCE EXCEEDANCES IF ANY CNE OF THE PEPFCRMANCE MEASURES
i EXCEEDS ITS TCLERANCE, THE MCDEL IS MCT
. VALIDATED.
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Typically, one would use a combination of these forms when validating a
model. In particular, mathematical form #4, requiring performance within
the tolerance band, could be applied to one or more of the most critical
variables, while the other forms could be applied to the‘reﬁaining variables.
The quadratic measures of #1 through 3 apply relatively heavier penalties to
large errors than the absolute value measures. The mathematical forms which
incorporate the differences between test and model results (#1 and 3) permit
relatively large errors in some variables to pass if the other variables are
predicted very accurately. This is particularly true of the product form
(#3), which must be applied very carefully (if at all) so that near-perfect
prediction of one variable does not permit very poor prediction of ‘all the
rest. These two- forms db not explicitly include the tolerances on the
individual performance measures, although those tolerances would be used to
set the threshold value. On the other hand, mathematical form #2 explicitly
inc ludes the individual tolerances, and only penalizes queedances, while not

rewarding very accurate predictions of: variables within the tolerance bands.

The four mathematical forms of Table D-3.8 incorporate different built-in
assumptions about the importance of agreement between mode]lpredictions and
test results for -modei validation. The choice of which form(s) to use for
each model validation excerciée 'shoqld be based on which assumptions are
appropriate for each variable. It may even be advisable to use more than one
form for some of the most important variables, iﬁcorporating them in the
weighted combination forms (#1, 2,-and 3) and also imposing firm limits on
the allowable differences between model and test results (#4).

-In the end, the choice of the mathematical form of the validation criter-
jon must be based as heavily on analyst judgement as the previous choices of
variables, statistics and tolerances. The discussion of the alternative forms
in this section can be used as guidance in choosing the form of validation
criterion which is most appropriate for any particular model and purpose.

D-3.4 OVERVIEW OF NEXT THREE CHAPTERS

Now that the validation criterion has been defined in terms of its dyna-
mic response variables, statistics, tolerances and mathematical form, the
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preliminary steps of the validation process are completed and we can move on
to the steps which involve the majority of the effort. These remaining steps
are described in the next three chapters. Because of the very substantial
differences between the procedures which should be followed when using exist-
ing test data and when designing a new validation test program, Chapters D-4
and D-5 deal with these two cases separately. The final stage in the valida-
tion process, which applies to both cases, is the. comparison between model
predictions and test data. This stage is, more than any other, what makes
model validation "special," and therefore it is treated separately in Chapter_'
D-6.
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D-4. USING EXISTING TEST DATA

Very few of the rail vehicle test programs which have been run in the
past were designed with model validation in mind. As a result, the data which
were collected are generally not well suited for validating models. In spite
of this, it is sometimes necessary to "make do" with existing data because
limited time and money do not permit a new test program. This chapter des-
cribes the approach which should be followed when it is necessary to try to
validate a model using existing test data, rather than being abie to design a
new test program from scratch. This approach does not necessarily lead to a
successful model validation 1in all cases, because the available data may
simply be inadequate- to va}idate the desired. model for the stated purpose.
The steps which are covered in this chapter are shown schematically in Figure
D-4.1.

D-4.1 REVIEW AND SUMMARY OF AVAILABLE DATA

Before investing a great deal of effort in trying to validate a model
with inadequate data, ‘it is useful to make a preliminary assessment of the
adequacy-of‘the‘data. This involves reviewing and summarizing the test data
so that any important deficiencies can be spotted immediately. The features
of the data set which should be covered in this review are listed in Table
D-4.1.

The basic review of the data which are known-and unknown should provide
some initial indication of whether the desired validation is feasible. For
example, if these test results are only available for a limited speed range
and the model is to be used over a -broad range of speeds, the validation
effort may be in vain. Similarly, if the model is to be used to evaluate the
effects of various vehicle design changes and the test results are only avail-
able for one vehicle configuration, the data could be inadequate. Of course,
data which were collected for vehicles and dynamic processes totally different
from those which the model is intended to represent.  will not be useful for .
~validation. It should also be appa§ent that the validation of models which
include wheel-rail interaction effects will require track geometry data which
can be synchronized with vehicle dynamic measurements. If the basic require-
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REVIEW AND SUMMARY OF DATA (D-4.1)
SUMMARY OF AVAILABLE DATA (TABLED-4.1)
INITIAL SCREENING (TABLE D-4.2)

YES

Y

RECONSTRUCT MISSING
DATA IF POSSIBLE (D-4.2)

Y

TEST FOR SENSITIVITY QF RESULTS \
TO UNCERTAINTIES (D-4.3)

DATA NOT
ADEQUATE

Y

TERMINATE
VALIDATION
ATTEMPT

"

RUN THE MODEL FOR THE
CASES WHICH WERE TESTED (D-4.4)

Y
GO TO CHAPTERD-6 FQR COMPARISON
BETWEEN MODEL PREDICTIONS AND
TEST RESULTS

REDEFINE
GOALS

Y

RETURN TO

SECTION D=3.2.1
TO DEFINE
MODEL PURPOSE

AGAIN

Figure D-4.1 Preparing to Use Existing Test Data

(Chapter D-4)
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Table D-4.1

Summary Of Existing Test Data

TEST CCNDITICNS:

PURPOSE OF CRIGINAL TEST

ENVIRCNMENTAL CONDITICNS:

TEMPERATURE AND HUMIDITY
PRECIPITATICN
WIND SPEED AND DIRECTION

CPERATING CCNDITICNS:

SPEED
ACCELERATION OR BPAKING
VEHICLE LCALING

TRACK CHARACTERISTICS - WHICH WERE MEASURED ANC WHEN?

VEHICLE

TANGENT CR CURVE

GRADE AND SUPERELEVATION (IF ANY)

VERTICAL AND LATERAL MCDULUS (STATIC AND DYNANIC)
GEOMETRY (PRCFILE, GAUGE, ALIGNMENT, CRCSSLEVEL)
RCUGHNESS

CRCSS-SECTICNS CF RAIL HEAD

PEVENUE SERVICE AND MAINTENANCE HISTORIES

CHARACTERISTICS - WHICH ARE KNCWN?

DYNAMIC

GEOMETRY (DIMENSIONS)

MASS PRCPERTIES

SPRING AND DAMPING CHARACTERISTICS
DETAILS OF MNONLINEAR CHARACTERISTICS
WHEEL PPCFILES

PEVENUE SERVICE HISTCRY (TYPE AND LADING)
MAINTENANCE HISTORY

~

RESPONSE MEASUPEMENTS

WHICH WERE MEASURED?
HCW ARE THEY SYNCHRCNIZED WITH TRACK DATA?
ARE ANY CHANNELS MISSING?
HCW "GCCD" ARE THEY?
- PBANDWIDTH (FILTERING)
DYNAMIC RANGE
NCISE LEVELS
ACCURACY"
KNCWN ERPCRS
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ments such as these cannot be met by the available data, it is probably not
worthwhile continuing with the attempt to validate the model in question.

If the basic requirements are satisfied, the review should continue with
a look at some more detailed aspects of the availabie data. In particular,
the response variables which appear in the validation criterion must be avail-
able from the test data. These are generally vehicle dynamic response meas-
urements, but in the case of the frequency 'kespdnéé functions it is also
necessary to have the appropriate input measurements (typically, track geome-
try), synchronized with the vehicle: responses. If some of these variables
were not measured directly during the test program, 1£ may still be feasibie
to reconstruct them from the data which were collected (see Section D-4.2).
It is also important to review the quality of the available test data (accur-
acy, bandwidth, dynamic range, etc.) to ensure thatlthe vehicle performance is
described precisely enough to fit comfortably within the tolerances in the
validation critefibn. Of course, it is also important that the parameters of
the vehicle which are included in the model (dimensions, masses, static and
dynamic spring. and damping characteristics) be known‘for the test vehicle.

This initial screening of the test data is summarized in Table D-4.2. If
the answers to any of the eight major questions of Table D-4.2 are negative,
the goals of the model validation exercise will need to be scaled down to
match the limitations of the data. The efforts will then need to be focused
on validating the model for those conditions for which the test data are ade-
gquate and those which can be covered by reasonable extrapolations from the
test data. This means that the model validation can proceed for those perfor-
mance regimes for which test data are available.

A performance regihe or dynamic regime‘is a set- of conditions for which
the trend of vehicle performance remains characteristically the same. Nonlin-
ear vehicles (including virtually all rail vehicles) typically have different
performance regimes for different input levels (speeds, track geometry). As
the levels of the inputs (and therefore of the responses) increase, nonlinear-
ities will cause either gradual or sudden changes in performance. Test data
which are collected before the sudden transitions cannot be used to predict
performance after the transitions (in a new performance regime). If enough
test cases are available at various speed and input Jlevels to define
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Table D-4.2

Initial Screening Of Existing Test Data

(1)

(2)

(3)

(4)

(7)

(8)

WERE THE TEST CONDITIONS CCMPARABLE TO THE CCNDITICNS THE
MCDEL WILL BE USED TC EVALUATE?

- SIMILAR SPEED PANGE
- SIMILAR TYPE CF TRACK (TANGENT VS. CURVE)

WAS THE TEST VEHICLE BASICALLY SIMILAR TC THE VEHICLE
BEING MODELED?

- LOCCMCTIVE CR FREIGHT CR PASSENGER CAR
- TRUCK DESIGN AND LOCATICM (TRUCK CENTER SPACING)
MASS AND MASS DISTRIBUTICON

WERE ENOUGH DIFFERENT VEHICLE CONFIGUPATICNS TESTED TC
SHOW THE EFFECTS COF DESIGN CHANGES?

WAS THE DYNAMIC PﬁOCESS WHICH HAS BEEN MCDELED CBSERVED IN
THE TEST? »

ARE TRACK GECMETRY DATA AVAILABLE FCR THE TEST TRACK
SECTICN IN A FORM WHICH CAN BE SYNCHRCONIZED WITH THE
VEHICLE DYNAMIC RESPONSE DATA?

ARE ALL THE RESPCNSE VARIABLES WHICH APPEAR IN THE
VALIDATICN CRITERION AVAILABLE IN THE TEST DATA?

IF NOT, CAN THEY RE RECCNSTRUCTED FRCM THE TEST DATA?

APE THE TEST DATA ACCURATE ENMCUGH TO FIT COMFCRTABLY
WITHIN THE TCLERANCES IN THE VALIDATICN CRITERICN?

WERE THE VEHICLE PARAMETERS WHICH APPEAR IN THE MCDEL
PECCRDED AT THE TIME CF THE TEST?

IF NCT, ARE THEY. AVAILABLE FRCM CTHER RELIABLE SQURCES?
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accurately the gradual changes in performance, the model can be validated for
that gradually changing nonlinear berformance regime. However, there may be
no way of knowing how much the input levels can be increased before meeting a
sudden transition to a new performance regime (which could include unaccept-
able performance such as hunting). Some of these transitions can be anticipa-
ted by carefully watching trends in the response of important nonlinear ele-
ments (such as wheel/rail displacements-approaching flange contact, suspension
springs bottoming out or dry friction elements approaching break-away force
1eveTs), Unfortunately, there is no guarantee that the abrupt transitions to
new and unmode]ed performance regimes will be predicted this way. Therefore,
model predictions outside the performance regimes which have been observed in
the tests should not generally be relied upon. In other wordé, the model can-
not be validated outside these performance regimes.

D-4.2 RECONSTRUCTION OF MISSING DATA

Because the test data were probably gathered for a purpose other than
model validation, the measurements which were made were not necessarily those
which are needed for the validation work. However, the available data may
still be usable for reconstructing the needed. quantities. The complexity of
the reconstruction process will vary from case to case, being very simple in
some cases and quite complicated in others.

The simplest data reconstructions are those based on proportional summing
of related measurements (i.e;, measurements having  comparable units). For
examble, the vertical (and lateral) accelerations measured at the front and
rear of an essentially rigid vehicle body can be combined to produce estimates
of the bounce and pitch (and lateral and yaw) accelerations of the vehicle
body. If accurate enough wheel/rail displacement, track geometry and suspen-
sion deflection measurements were available, these could be used to estimate
body displacements. However, the wheel/rail displacement measurements are -.
"~ typically the most difficult to make, diminishing the attractiveness of this
possibility.
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Data reconstructions involving mixed combinations of units are somewHat
more complicated, requiring the use of simple dynamic models to reconstruct
the missing data. For example, measurements of truck and body accelerations
and initial displacements can be used to reconstruct the velocity and dis-
placement of suspension elements mounted between the trucks and body. Simi-
larly,track geometry space curve data can be numerically differentiated (if
appropriately filtered to reduce noise) to produce track geometry rate-of-
change data for validation of vehicle models with primary suspension damping.
The data obtained in this type of reconstruction depend for their éccuracy on
the appropriateness of the model used for the reconstruction, and are there-
fore less accurate than they would be if they could have been measured direc-

tly.

It is tempting to use this type of data reconstruction to estimate some
of the difficult-to-measure wheel/rail force and displacement quantities.
However, this estimating should be .approached very cautiously to make sure
that (1) the measurements being used were made relative to the proper frames
of reference, (2) rail deflections are not overlooked, (3) measurement noise
is not propagated by numerical integration, and (4) sufficiently accurate ini-
tial condition information (especially for. displacements) is available to
start the model properly.

Even more sophisticated techniques can be applied to reconstruct missing
test data. These techniques of optimal state estimation rely on relatively
complicated models of the processes which were not measured, and use sophisti-
cated mathematical algorithms to estimate the missing measurements [3]. These
methods should only be applied by users who fuJ]y understand the mathematical
principles involved and are willing to invest considerable effort in recon-
structing the data.

D-4.3 SENSITIVITY TESTING FOR UNCERTAINTIES

Because the existing test data which were collected for purposes other
than model validation generally do not include all of the information needed
for validation, it may be necessary to make educated guesses about the values
for some quantities. These could include unmeasured vehicle parameters or
general track geometry and roughness parameters, which could not be
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reconstructed from the existing test data. When such guesses 'are necessary,
they should include not only the "best guess" value, but also the upper and
Tower 1imits on-what the real value might be. If you need to be 90% sure that
the model validation criterion defined in Section D-3.3 is satisfied, then you
should choose upper and lower bounds which you think include 90% of the pos-
sible values of the uncertain parameters. Similarly, if the level of confi-
dence needed in the final validation is different, the limits on the parameter
~values should be chosen to meet that confidence level.

Before going further with the Vaiidaiion procedure, it is importaﬁt to
test the sensitivity of the outcome (whether or not the model satisfies the
validation criterion) to the uncertainties caused by estimating the unknown
quantities. Doing this in a statistically "correct" way is difficult and time
consuming, and is only recommended when there are compelling reasons. The
approach which 1is described in this section is approximate, and depends
heavily on the judgement of the analyst about what should be considered
"reasonable” combinations of uncertain values. The ~basic idea is to make
sample model runs using some “"worst case" values for the uncertain parameters
to bound the uncertainties and then to compare the range of the model output
values with the tolerances established in the validation criterion. If the
variations in the output values exceed the allowable. tolerances, we do not
have good enough information about the parameter values to complete the vali-
dation, and further validation efforts will be unproductive.

When there is only one uncertain parameter to be tested for sensitivity,
the process is quite simple. The maximum and minimum expected valués of that
parameter should be used in separate model runs for several typical operating
conditions, and the model outputs then judged against the validation.criter-
ion. If they are within the specified tolerances, the model is insensitive
enough to the uncertainty for the validation to proceed. However, if the
tolerances are violated in this sensitivity test, the uncertainty about the
parameter value is too large for the validation to succeed. Although it may
be possible to find a parameter value which satisfies the validation criter-
ion, there may be no way of knowing if that value correctly represents the
condition of the test, or if errors in some other part of the model may be
compensating for errors in the value of the uncertain parameter. (System
identification techniques can be used to develop maximum likelihood estimates
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of the values of -uncertain parameters and of. appropriate model . structures, but
these typically require high-quality measurement of both inputs and outputs,
and cannot guarantee the validity of the estimates when there are too many
uncertainties.)*

The process becomes more complicated, and more dependent on analyst
judgement, when there are several uncertain parameters. Combinations of vari-
ations in those parameters must be considered; but if there are more than two
or three parameters to vary, the number of cases which would be needed to test
all the combinations of maximum and minimum parameter values can become very
large (2n for n uncertain parameters). In practice, it is highly unlikely
that all or even most of the uncertain. parameters would have values near the
extremes of their ranges, so the evaluation of sensitivity using combinations
of all worst-case values will appear to exaggerate any sensitivity-problems.
For example, consider mass and spring constant values which are known to
+20%. Using the maximum mass value and the minimum spring value produces-an
effective natural frequency which is 33% less than that for the opposite ex-
treme case (minimum mass and maximum spring). That level of variability in
such a critical characteristic is 1likely to be unacceptable for most model
purposes. “ » i

When there are several uncertain parameter values, the sensitivity test
'should begin with separate sets of model runs for the minimum and maximum val-
ues of each parameter, while holding all the others at their "nominal" (or
"best guess") values. This test will indicate the relative importance -of the
uncertainties in the different parameters, -and may indicate that one or more
of the uncertainties alone is already severe enough to jeopardize the valida-
tion (analogous to the test for a single uncertainty). If this test is
passed, the analyst must then choose some combinations of uncertainties to
test, including reasonable but not extreme deviations from the nominal param-
eter values. These combinations should be chosen to have a 1likelihood of

* For more complete information on system identification, refer to the
Supplementary References and Reference 4: Hull, R.L., T.L. Trankle, and D.L.
Klinger, Application and Evaluation of System Identification Techniques to
Rail Vehicle Dynamics, Systems Control Technology, Inc. Report No. TR-5307-
100, November 1979, for Transportation Systems Center, Cambridge, MA. '
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occurrence comparable to the acceptable level of uncertainty about the valida-
tion of the model (i.e., if you need to be 90% sure that the validation cri-
terion. is satisfied, the combination of uncertainties should be within a range
which you are 90% sure will not be exceeded). The model should be run again
for the chosen combinations of off-nominal conditions, and the results again
checked against the tolerances .in the validation criferion to see whether the

effects of the combined data uncertainties are small enough to permit the
“validation to proceed.

The sensitivity testing in this -step of the validation procedure is
needed to ensure that there is sufficiently good information available in the
test data to validate the desired model. After compietion of this step, the
model is no closer to being validated than it was before, but the vital ques-
tion of whether or not it is feasible to accomplish the validation is answered
here. If the answer is negative, the validation goals will need to be re-
defined or the validation effort abandoned (saving the -effort which would
otherwise be wasted in later steps).

D-4.4 RUNNING MODEL FOR CASES WHICH WERE TESTED

The validity of the model must be tested by comparing its predictions
with the test results, following the approach to be described in Chapter D-6
of this report. In order.to do that, the model must be run for cases which
represent the test conditions as closely as possible. The issues of data
reconstruction and sensitivity testing which were covered in Sections D-4.2
and D-4.3 must be considered carefully here.

The model should be run using the sets of vehicle parameter values which
weré selected in Section D-4.3 (the most likely values and some extreme cases
for uncertain parameters). The inputs for the model runs should be those
which were measured, as well as the estimated values of any inputs required by
the model which needed to be reconstructed. The model outputs should be pro-
cessed in exactly the same way the test data were, including sampling rates,
filtering, instrumentation errors, biases, and noise levels (if known). In
particular, if the test instrumentation or data processing imposed any limita-
tions of bandwidth or dynamic 1nge, these limitations must be modeled as
closely as possible to produce marable saturations, phase shifts, and other
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filtering effects on the simulated data. This helps to ensure that the com-
parison of model and test data is valid (i.e., comparing "apples and apples"
rather than "apples and oranges").

The model outputs should be reduced to a form compatible with that avail-
able from the test data (the same statistics of the same response variables).
Once this is done, the comparisons between model predictions and test data,
using the chosen validation criterion, can follow directly. Guidelines for
the comparison process are found in Chapter D-6 of this report. (It is not
necessary to refer to Chapter D-5 if the validation is to be done using only
existing test data, although Section D-5.3 can proviace some additional gquid-
ance regarding execution of the model.) '
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D-5. DESIGNING AND RUNNING A NEW VALIDATION TEST PROGRAM

When adequate data are not available from exiéting tests, the only way to
validate a model is to run a new test program. If these tests are properly
designed and conducted, they should produce all the data needed to determine
whether a model is valid for the conditions of interest. The model which has
been proposed. for validation, or the "candidate model," may not be a very good
representation of reality. In that case, it will be shown to be "not valid,"
rather than "valid." The model adjustment brocess, which will be described in
Chapter D-6,.may lead to the formulation of a better model, which can then be
validated. The important thing to remember is that the original model may not
necessarily be validated at all using the test data, and if that is the case,
it is not necessarily the "fault" of the test'data. Indeed, if the model is
poor, the test results should reveal that and should lead to a "not validated"
verdict. The procedures to be covered in this chapter are shown schematically
in the flowchart of Figure D-5.1, which follows the outline of the chapter
very closely.

D-5.1 SELECTION OF OPERATING CONDITIONS

The conditions to be tested must be chosen to provide the data which will
be needed to demonstrate whether or not a candidate model is valid for its
intended purpose. This requires the selection of an appropriate set of ve-
hicle characteristics and input conditions. These must be diverse enough to
cover all the performance regimes and vehicle variations of interest, but must
at the same time be limited by economic and technical .constraints. Some po-
tential test conditions are too costly and/or hazardous to use in the test
program, and will therefore have to be omitted. The overall number of cases
to test must also be limited to keep the cost of the validation program from
becoming excessive. In any event, each of the potential test cases must be
evaluated by pilot runs of the candidate model before deciding which to use
and which to reject.
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SELECTION OF OPERATING CONDITIONS (D-5.1)

- VEHICLE CHARACTERISTICS (D-5.1.1)

- TEST INPUT CONDITIONS (D-5.1.2)

- %SE OF MODEL RUNS TO PREDICT TEST RESPONSES
{D-5.1.3)

Y

DESIGN OF TEST PROGRAM (D-5.2)

- %ELECTIO? OF TEST FACILITIES AND VEHICLES
(D-5.2.1)

- SELECTION OF COMBINATIONS OF TEST
CONDITIONS (TEST MATRIX) (D-5.2.2)
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D-5.1.1 Selection of Vehicle Characteristics

The test vehicle(s) should be dynamically similar to the vehicle(s) which
~ the model is expected to represent. The dynamics of locomotives, freight cars
and passenger cars are so different from each other that a model developed for
one should not be compared with test results for another. A model may not
even be suitable for all vehicles within one of these general classes. The
key differences among vehicles which limit the applicability of general models
include truck designs and body stiffnesses and centers of gravity. The
effects of these factors on dynamic response must be included very explicitly
in a model if it is to be used to represent vehicles which differ from each
other in these factors.

Models are almost always designed to be used to represent a family of
vehicles, or a vehicle which may have a range of characteristics, rather than
one specific, unchanging vehicle. In order to validate the model's ability to
represent the effects of changes in vehicle characteristics, the validation
tests should include some variations in these vehicle characteristics, such as
those listed in Table D-5.1. Without this variety of test cases there is no
way to tell whether the model correctly predicts the effects of vehicle design
changes. The variations which are needed in the test program will only be a
small fraction of the number of variations which the model can be used to
represent, and they can generally be those which are relatively simple and in-
expensive to change. The exceptions to this are the changes in basic truck
design characteristics, which require the replacement of one truck by another
during the test program. -

The choice of which variations in vehicle characteristics to include in
any specific validation test program must be based on the anticipated use of
the validated model and the sensitivity of the model's outputs to changes in
those characteristics. For example, the height of the center of gravity is
much more important for twist-and-roll and curving models than for models of
other dynamic processes,'and it would thergfore make sense to include c.g.
height variations in the test designs for only those categories of models. If
the model is to be used to evaluate the performance of vehicles which use only
one type of truck, there is no need to include tests of other truck designs.
Apart from the decision- about whether to test more than one truck, the most
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Table D-5.1 .

Typical Vehicle Characteristics To Vary In A Validation Test
Program

USING SAME VEHICLE:

LOADING -
VAPIATICN IN WEIGHTS
VARIATICN IN DENSITY (CHANGE CENTER OF GRAVITY)
SUSPENSION -
CHANGE SIDE BEARINGS
ADD, CHANGE, OP REMOVE SHCCK ABSCRBERS (DAMPERS)
CHANGE STOPS
CHANGE SPRINGS (DIFFERENT STIFFNESSES) -
CHANGE TRUCKS -
DIFFERENT GEOMETRY (DIMENSIONS)
DIFFERENT LATERAL AND YAW STIFFNESSES
DIFFERENT SUSPENSION CHARACTERISTICS
DIFFERENT SPRUNG/UNSPRUNG MASSES
DIFFERENT STAGES CF WEAR -
WHEEL PROFILES
SNUBBERS
SUSPENSION CLEARANCES
USING DIFFERENT VEHICLES:

VARIATION IN GECMETRY (DIMENSICNS)
VARIATICN IN BCDY STIFFNESSES AND ELASTIC MCDES
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important choice is likely to be whether to test carbodies having different
stiffnesses and elastic modes. This is an important factor to consider if the
same model is to be used to represent highly divérse freight cars (from flat
cars to tank cars to covered hoppers), and is vital for the decision about
which, if any, body structural modes need to be included in the model.

D-5.1.2 Selection of Test Input Conditions

The test input conditions should be chosen to covér all of the perfor-
mance regimes which the model will need to represent. This is generally an
iterative process, including the use of sample model runs, because the perfor-
mance regimes are not necessarily well understood in advance. The selection
of inputs includes specifying as many conditions as necessary beyond the
physical characteristics of the test vehicle, which were covered in Section

'D-5.1.1. The test conditions which must be selected are generally chosen from
among those in Table D-5.2. '

Any of the items in Table D-5.2 which- could influence the agreement be-
tween the candidate model and test results should be specified for the test
program. In many cases, that could mean simply making sure that the condition
(such as temperature or humidity or track compliance) remains fairly constant
among all the tests. In other cases, especially for speed and track geometry,
it would involve specifying the sets of values which should be used in separ-
ate tests to reveal all the important aspects of model performance. These
choices must be based on the specific model and its anticipated use, as well
as the dynamics of the test vehicle.

The validation test conditions may or may not be representative of reve-
nue service conditions. The full range of revenue service inputs could make
the validation unnecessarily complicated and could obscure the contributions
of the different types of inputs to vehicle response. For validating a model,
it is easier to work with special track having carefully chosen perturbations
than to use "typical" revenue track. Similarly, it is much easier to validate
a single-vehicle model using a special test consist (see Section D-5.2.7) than
to do it in a typical revenue train consist, which introduces the additional
effects of interactions with other vehicles.
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Table D-5.2

Input And Operating Conditions.To Specify In A Validation
Test Program

OPERATING SPEED PRCFILE

CCNSTANT SPEEDS
ACCELERATION CR BRAKING RATE (AND TYPE CF BRAKING)
TRACK GECMETRY

TANGENT CR CURVE
GRADE, CURYATURE AND SUPERELEVATION
PRCFILE
GAUGE
ALIGNMENT
CPOSSLEVEL
RAILHEAD CROSS SECTICN
RAIL SURFACE CONDITICN

PCUGHNESS

JOINT CHARACTERISTICS (IF JOINTED)

LUBRICATION (DRY, WET, SANDED, LUBRICATED)
TRACK_COMPL IANCE

LATERAL AND VERTICAL
STATIC AND DYNAMIC
ENVIRCNMENTAL CCNDITIONS (DURING AND BEFCRE TEST)

WIND SPEED AND DIRECTICN
TEMPERATURE PRANGE
PRECIPITATICN (OR HUMIDITY)
CONSIST
LENGTH CF CCNSIST AND DISTRIBUTION OF CAR TYPES
CARS CCUFLED DIRECTLY TC TEST CAR(S)
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Although it 1is not recommended that the principal validation tests be
conducted under typical revenue service conditions, it would be very helpful
to "double-check" the validated model against one or two revenue service test
cases after all the other tests and analyses are complete. A properly vali-
dated model should be able to represent revenue service conditions in the per-
formance issue of interest, even though the validation tests themselves are
not conducted under the same conditions.

Pilot Runs

The most important factor to consider in choosing the test input condi-
tions is making sure that these conditions include all of the performance
regimes which the model must be able to represent in order to satisfy its pur-
pose. This should be accomplished by making pilot runs of the candidate model
(or, if possible, of a model which has already been validated) for some care-
fully chosen sample conditions. The first runs should be for the most extreme
conditions which the model is expected to have to represent in order to help
define the most strongly nonlinear performance regimes expected and to help
ensure that the tests will not include unsafe conditions (such(as derail-
ments). These should be followed by other runs for a large variety of inter-
mediate conditions, which can be used to identify the intermediate performance
regimes. The model runs are much less expensive than vehicle tests, so it is
economical to make model runs for many more cases than are eventually tested.
Based on the results of the model runs, several. test cases should be chosen
within each performance regime, with particular emphasis on choosing cases
near the regime boundaries in order to verify where those boundaries really
are.

The example shown in Figure"D-S.é’shou1d help illustrate this point for a
hypothetical case in which the performance regimes are defined in two dimen-
sions, speed and track roughness. The system described by Figure D-5.2 dis-
plays four qualitatively different types of dynamic response, represented by
the four separate performance regimes. The boundaries were determined using
numerous pilot runs of the model and the suggested test cases are marked by
x's. These have been chosen to include only a few track roughnesses, since
each requires a separate section of test track. The speeds have been allowed
to take on many different values, since the speedican be chosen separately for
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X X X
REGIME IV
TRACK X X 4 ' *
ROUGHNESS REGIME III
X X1x X
REGIME II
) X x| x X
REGIME I

Figure D-5.2 Examples of Selection of Test Input Cases
to Define Boundaries of Performance Regimes
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each individual test run. Where the boundaries of the performance regimes are
close together, the test cases are clustered more tightly than where the boun-
daries are widely separated. Cases are deliberately selected close to the ex-
pected bdundaries, on both sides, to help identify these boundaries as accu-

rately as possible.

For validating most models, it is best to maintain speed as nearly con-
stant as possible throughout each test run. Acceleration and braking condi-
.- tions should only be applied for validating models which include acceleration
and braking effects directly, such as the multivehicle models (Tongitudinal
impact or train action). Similarly, track compliance should be maintained
uniform across all tests except when validating a model which explicitly in-
corporates the effect of changing compliance. )

Track Geometry Perturbations

The track geometry inputs to specify for model validation tests should be
chosen to fit the dynamic process being modeled, particularly when testing on
deliberately perturbed track. Twist-and-roll models should be validated in
tests on track having periodic cross-level perturbations corresponding to
staggered rail joints. Vertical forced response models could be validated
with tests on track having profile (and cross-level) perturbations, while
curving models of course require the use of curved track. Validation of late-
ral stability (hunting)band lateral forced response models, as well as dynamic
curving models, could involve use of perturbations in virtually all of the
track geometry measures (except perhaps grade). The amplitudes of the pertur-
bations shou]d be selected on the basis of pilot model runs, as already dis-
‘cussed for the track roughness example of Figure D-5.2.

The forced response models designed to predict ride quality under normal
operating conditions énd the hunting models can be validated using tests per-
formed on "typical" track of several different classes, rather than requiring
use of specially perturbed track. In these cases, long test runs of statisti-
cally stationary data can be processed quite efficiently when analyzing the
results. Perturbed track tests, on the other hand, require the comparisons
_between model and test results to be calculated in the time domain, subject to
a separate set of precautions (recognizing that multiple performance regimes
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may be evident within one run, that the results are not stationary and that
frequency domain analyses are probably inappropriate).

Once it has been decided that one or more track>geometry measures should
be perturbed for running the model validation tests, it is necessary to design
the exact form of the perturbation. This involves selection of the amplitude,
wavelength, waveform, number of cycles and ‘spacing between perturbations
(length of unperturbed track). Once again, -the -model to be validated should
be used as a tool for evaluating different track perturbation designs. . The
design of the track perturbations could be the subject of an extensive study
in itself, using some very sophisticated analysis methods. Some general
guidelines for input -design, which can be applied without a great deal .of
effort, are provided in Table D-5.3. These guidelines should be applied as
appropriate for each separate model validation attempt (since all of them do
not apply all of the time). There is no single track perturbation design
which is ideal for all model va]idation test programs, so compromises are
necessary in the design if it is to be used for more than one series of tests.

D-5.1.3 Use of Model Runs to Predict Test Responses .

~ Even before the model validation has been accomplished, the best way of
predicting (or guessing) what will happen in the test program is still to make
trial runs using the best available model of the phenomena to be tested. In
many cases, this will turn out to be the candidate mode1 for va]idatioh (which
should represent the analyst's best current understanding of these bhenomena),
a1thoughuin some cases a validated model'may be available. It is véfy helpful
to take advantage of whatever information those model runs can offer to aid in
planning the test program. Some of the uses of these pilot runs of the model
to help in specifying the test inputs were a]ready discussed in Section
D-5.1.2, but there are many more ways in which pilot model runs can help in
the detailed design of the test program, producing the information needed for
the work which will be discussed in Section D-5.2. '

The model should be run using vehicle parameters and inputs which corres-
pond to the best available information about how the tests will be conducted.
Model outputs corresponding to the measurements planned for the test program
should be recorded (i.e. if vertical acée]erations at the front and rear of
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Table D-5.3

Considerations Affecting Design Of Track Perturbations

DESIGN FEATURE

HOW TO SELECT IT

TYPE CF TRACK
GECMETRY
PEPTURBATICN

RELEVANCE TC PERFORMANCE ISSUE(S) ADDRESSED BY THE MODEL
BEING VALIDATED

AVCID TYPES WHICH CCULD STIMULATE MCDES NCT PEPRESENTED IM THE MODEL

CONSICER BCTH SINGLE AND CCMBINED TYPES, AS APPRCPRIATE FCR PERFCPRMANCE
ISSUE(S)

AMPLITUDE

LAPGE ENCUGH TO REPRESENT LARGEST PERTURBATICN EXPECTED IN REVENUE
SERVICE

LARGE EMCUGH TC PRODUCE MAYIMUM VEHICLE RESPCNSE (MCST EXTREME PERFORM-
ANCE REGIME) EXPECTED IN PRACTICE

NOT SO LARGE AS TC BE UNSAFE
VARIETY OF AMPLITUDES FCR CIFFEREMT NCNLINEAR REGIMES

WAVELENGTH

REPRESENT WAVELENGTHS EXPECTED IN PEVENUE SERVICE (TRACK SECTIONS)

PPCDUCE INPUT FRECUENMCIES AT NCRMAL CPERATING SPEED CCPRRESFCMDING
TC NATURAL FRECUENCIES OF IMPCRTANT VEHICLE RESPONSE MCDES

AVCID STIMULATING MCDES WHICH ARE NCT REPRESENTED IN THE MCDEL, BUT
STIMULATE ALL WHICH ARE REPRESENTED

STIMULATE BOTH CDD AND EVEN MCDES (AS APPROPPIATE TC MCDEL) WITH WAVE-
LENGTHS CF APPPCPRIATE MULTIPLES CF VEHICLE CHARACTERISTIC DIMENSICNS-
i.e., 1.C AND 1.5 TIMES WHEELBASE CR TRUCK CENTER SPACING

WAVEFCRM

SHCULD IMCLUDE MULTIPLE FPECUENCY CCMPCNENTS TC STIMULATE MULTIPLE
RESPCNSE MCDES (NCT SINUSOIDAL)

PIECEWISE LINEAR SHCULD BE EASIEST TC INSTALL AND MAINTAIN

ASYMMETRICAL FCRM IS PREFERABLE TC SYMMETRICAL
(I\RATHER THAN/\)

NUMBER CF CYCLES

SINGLE CYCLE TO SHOW EFFECT OF A STRONG TRANSIENT CR TO STIMULATE
HUNTING

MULTIPLE CYCLES NEEDED TO SHCW FRECUENCY RESPONSE, GROWTH CF
RESCMANCES CR EFFECTS OF PERIODIC INPUTS (SUCH AS BCLTED TRACK JOINTS)

IF MULTIPLE CYCLES ARE MEEDED, AT LEAST FIVE SHCULD BE INCLUDED TC GET
PAST STARTING TRANSIENTS (FCR SYSTEMS WHICH ARE NOT HEAVILY DAMPEL)

SPACING BETWEEN

LONG ENOUGH TO ALLOW ALL EFFECTS OF PERTURBATICN-TC CIE CCWN

PERTURBATICNS (DEFEMDS CN AMCUNT OF DAMPING CF TEST VEHICLE)
SHOULD PE AS SMCOTH AS PCSSIBLE (CLASS 6+)
COMPLIANCE SEVERAL VALUES, VERTICAL AMD/OR LATERAL, AS APPROPRIATE FCR THE MCLEL'S

PEPFCRMANCE ISSUE(S), TO REPRESENT TYPICAL OPERATING CCMDITICNS IM WARM
AND CCLD WEATHER
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the vehicle will be measured, those are the gquantities which should be recor-
ded, rather than body vertical and pitch accelerations). If the test measure-
ments are to be sampled rather than continuous, the model outputs should be
sampled at the same rate. The simulation time step for the model run should
be substantially smaller than this sampling interval (at least by a factor of
10) so that the model "appears" to be essentially continuous. Limitations of
the anticipated instrumentation (filtering effects, saturations, etc.) should
be modeled so that the recorded outputs of the model ére as close as possible
to the data which will be gathered in the validation tests.

These pilot runs for the proposed test conditions should be used to check
that the responses include the desired performance regimes and to try to guar-
antee the adequacy of the proposed instrumentation. This includes helping to
select the waveform for track perturbation inputs by observing the model's re-
sponses to several different input waveforms and developing the specifications
for instrumentation (especially dynamic range and bandwidth). The results of
the pilot modeling runs can be the central references for the discussions
among the test planners, instrumentation, and field test engineers in develop-
ing the test program. The changes which are suggested in the test planning
sessions can be reflected in a later pilot run of the model to help make cer-
tain that the desired results are achieved. The use of pretest modeling can
thereby reduce the guesswork involved in choosing instrumentation, and should
help avoid the large majority of the costly losses of data which often occur
when the test output amplitudes or frequencies exceed the capabilities of the
equipment.

D-5.2 DESIGN OF TEST PROGRAM

The detailed design of a model validation test program should follow the
same general principles df test design as any other test program. However,
there are scmé additional issues which should be considered specifically for
model validation, but which may not apply to other testing. This section
focuses on those issues which are specific to model validation testing, rather
than attempting to cover all aspects of general test design.
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D-5.2.1 Selection of Test Facility and Vehicle(s)

The selection of the test facility and vehicle(s) to be used is typically
based on the technical requirements and on cost, convenience, and availabil-
ity. There are no special constraints on the choice of facility to use for
model validation testing, as long as it is able to provide the track inputs
required. For test facilities using actual track, the track conditions should
be well documented (with up-to-date information), or else they will need to be
measured as part of the test program. Locations along the track must be iden-
tifiable for synchronization with vehicle data, and if track force measure-
ments are needed for the validation it would be more economical to use track
which was already instrumented.

Repeatability of test conditions 1is particularly important for model
validation tests, which may favor the use of the wellcontrolled conditions
offered by the majdr test units at the Rail Dynamics Laboratory in Pueblo, CO
(the Roll Dynamics Unit, RDU, and Vibration Test Unit, VTU). However, the
choice between fullscale laboratory tests and track tests, whether they be in
the field or on special perturbed track, will still be made largely on the
basis of avaiiabi]ity of facilities and cost. As long as the basic require-
ments for track inputs and measurements are met, the selection of a facility
should not be critical.

The selection of the test vehicle(s) requires a little more care because
all. vehicles are not equally well suited for validating a particu]ér model.
The test vehicle must be representative of the class of vehicles the model is
planned to be used on (body stiffness, weight, dimensions, structural type,
truck design and spacing, etc.), and it would help if it were also easy to
modify so that the effects of changes in vehicle design could be evaluated
without too much effort. If the model is intended for use on widely varying
types of vehicles, it may be necéssary to use several different test vehicles
to validate the model's ability to represent the diverse vehicle characteris-
tics. Any vehicle which is used must be accurately characterized, with its
mass, stiffness, and damping characteristics, as well as its dimensions, meas-
ured or documented‘in advance. The modeling required for test planning cannot
be done accurately until these characteristics are known. If they were not
well documented in advance, considerable time and money may be needed to
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determine the vehicle characteristics before the model vajidation testing can
be done.

D-5.2.2 -Selection of Combinations of ‘Test Conditions (Test
Matrix)

The vehicle and input characteristics to include in the validation test
program were discussed in Sections D-5.1.1 and D-5.1.2, respectively. Those
discussions covered only the general question of what conditions to include,
but did not suggest how to choose the specific combinations of conditions to

use for each test run. The number of variables in both vehicle and input
characteristics is typically so large that it is impractical to test all of
the possible combinations of values of those variables (a "factorial" experi-
mental design). The number of combinations can be reduced by use of a "frac-
tional factorial" design, but even then the number of test cases may be im-
practically large. '

The number of cases to be tested should be reduced by eliminating those
cases which probably do not reveal anything new about vehicle performance.
These are the cases which involve changes in variables which do not influence
each other by much (variables which are largely decoupled from or independent
of each other). Identification of the cases which can be eliminated depends
on the analyst's understanding of the vehicle's dynamic interactions, aided by
the results of some model rums. . Generally, when their effects are decoupled,
the tests can be performed for multiple values of one parameter, with all the
others held constant. This involves many fewer tests than are required for
the closely coupled systems, which require testing several values of each
parameter for all combinations of values of the other parameters.

For example, it is not generally necessary to test all values of suspen-
sion stiffness for all levels of vehicle loading. If there were four values
for each of these parameters, the complete experiment would involve 16 separ-
ate tests (for each combination of speed and all other parameters). By test-
ing the four suspension stiffnesses for one level of vehicle loading, and the
four loading levels for one stiffness, the experiment can be reduced to seven
tests. As the number of parameters and the number of possible values for each
increase, the potential saving in test cases increases rapidly. Continuing
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with the above examp]e, by using five different operating speeds instead of
on]y one, the total experiment would then include 80 tests. If the effects of
speed on vehicle dynamics were comp]ete]y decoupled from loading and suspen-
sion stiffness, this could be reduced to 11 tests. Assuming that there is
some coup]ing, based on cnanges in suspension natural frequency, tests could
be performed for two additional speeds,feach for three different natural fre-
quencies. These natural frequencies could be produced byAdifferent combina-
t1ons of suspension st1ffness ‘and Toading, w1th a few redundant cases (the
same natural frequenc1es, obtained from d1fferent st1ffnesses and 1oad1ngs) to
demonstrate the dependence on natural frequency, as compared to stiffness or
loading. The two additional speeds and three natural frequenc1es, plus two.
redundant cases for one of the speeds, produce an additional eight test cases,
for a total of 19 in the entire experiment. ' |

A thought process similar to that just explained in the example should be
followed when selecting the specific test cases. The most important trends
ind the most ’important combinations of influences on vehicle performance
should be given priority in the design of the test program, since the cost of
testing will usually make it difficult to include every case of>possjb1e in-
terest.

D-5.2.3 Specification of Measurement Types and To1erances

One of the main deficiencies of most existing rail vehicle test data for
use in validating models is the inadequacy of the measurements which . were
made. This has involved omission of some important measurements and inade-
quate precision of others. Proper planning of a new validation test program
can avoid these problems and ensure that the tests produce the required quan-
tity and quality of data. The focus of this section is on the selection of
which dynamic response variables to measure and the level of precision needed
for each, and not on the selection of specific instrumentation such as accel-
erometers, LVDTs, force-measuring wheelsets, and wheel/rail displacement
measurement devices.

The measurements which are needed for any specific model validation test
program depend on the test vehicle, the model and its purpose, and the valida-
tion criterion. The minimum set of measurements needed to validate a model
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includes all of the variables which appear in the validation criterion, or
variables which can be directly combined to represent those needed variables.
It is also extremely useful to include additional measurements which can be
used to check some of the key assumptions of the model. For example, a verti-
cal ride quality (forced response) model would include body vertical and pitch
accelerations as the primary variables in the validation criterion. These
could be represented in the tests by measurements of the vertical accelera-
tions at the ends of the vehicle body. A rigid-body modeling assumption could
be checked by additional vertical acceleration measurements at other body lo-
cations. An accelerometer mounted at the center of the bddy could help iden-
tify the first body bending mode, and accelerometers at other locations could
help evaluate the importance of higher body bending modes. Similar supplemen-
tary measurements can be used to check major assumptions or simplifications in
other kinds of vehicle models.

Since it is impossible to predict with any advance certainty which re-
sponse variables will be needed to resolve questions about modeling errors
during the validation process, it can only be recommended that as many impor-
tant response variables as practical be measured and recorded during the test
program. These should not be restricted to those which are used in the vali-
dation criterion, but should include the variables associated with all the
modeled degrees of freedom and the unmodeled degrees of freedom which appear
to be most important (or which could be candidates for inclusion in the mo-
del).

Unless the test program was designed for model validation, it is unlikely
that all of the variables which appear in the validation criterion would be
measured and recorded. Indeed, the .choice of those variables can differ
greatly from the validation of one model to that of another, as already shown
in Table D-3.4.

The measurement requirement which remains consistent for most vehicle
dynamic model validation tests, and which distinguishes them from most other
testing, is the requirement for comprehensive track geometry measurements,
‘with automatic 1ocation detection for synchronizing the vehicle-based measure-
ments. Although precise knowledge of track characteristics is not crucial for
many types of vehicle testing, it is essential for model validation. The
specific track geometry characteristics which must be known in any particular
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model validation program depend mainly on the dynamic process being modeled.
Table D-5.4 shows which track measurements are typicaT]y needed for validating
models of each dynamic process. In many cases it is not practical to make all
of these measurements and the validation has to be conducted using only a por-
tion of the track data indicated in Table D-5.4. This is not a serious prob-
lem unless the validation criterion has very tight tolerances and the mode]l
predictions are required to agree very closely with the test results.

Because test equipment and procedures are never perfect, it is important
to include some redundant measurements of the most important test results in
the test plan. This should reduce the common problems of missing or untrust-
worthy data channels, which are. often not discovered until Tlong after the
tests have been completed. By then, it is too late to repeat the tests and
there may not be enough other data available to permit reconstruction of the
deficient data. By u§ing the redundant measurements to replace or reconstruct
the missing data, gaps in the validation can be avoided.

The accuracy of the meésurements which are made in the test program di-
rectly influences the tolerances which can.be satisfiea in the validation cri-
terion. The general category of "accuracy" includes all of the measurement
defect categories shown in Table D-5.5. Each of these defects has different
effects on the ability to validate a model. Before beginning a validation
test program, the allowable level of each defect should be specified for each
measurement, so that the measurements are "good" enough to be useful without
becoming prohibitiveTy expensive. In each case, the random and unknown de-
fects cause more serious problems than those which are known and can therefore
be compensated for. Sometimes it is possible to identify bias errors from the
available data (especially when the data include static or statistically sta-
tionary conditions),‘and then eliminate them systematica]]y, '

If the frequency response of the measurement system is determined accu-
rately, it hay be possible to compensate for bandwidth limitations to some
extent by appropriate digital filtering of the test data (i.e., artificially
"boosting" the response at frequencies where it is "weak"). This must be done
very carefully to avoid introducing further errors or amplifying noise. The
bandwidth of the measurement system should be matched as closely as possible
to the bandwidth needed for the validation. In other words, a bandwidth which
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Table D-5.4

Track Measurements Needed To Validate Models Of

Process

Each Dynamic

DYNAMIC PROCESSES
( PERFORMANCE ISSUES)

PROFILE

CROSS-LEVEL
ALIGNMENT
GAUGE

SURFACE
ROUGHNESS
CURVATURE

GRADE

COMPLIANCE*

RAIL HEAD
CROSS-SECTION*

TWIST AND ROLL

HUNTING (LATERAL STABILITY)
SPIPAL MEGCTIATION
STEADY-STATE CURVING
DYMAMIC CURVING |

PITCH AND BOUNCE .
(VERTICAL FOPCED RESPONSE)

YAW AND SWAY
(LATERAL FORCED RESPONSE)

STEADY-STATE BUFF AND DRAFT

LONGITUDINAL TRAIN ACTION
LONGITUDINAL IMPACT

OB = = ~

000 -0
000 - -

© ©0-0-
50000

®
- @ ~

®
®

>® X X > X

x > =X X

* THESE ARE NEEDED FOR THE BEST VALIDATIOM RESULTS, BUT BECAUSE OF THE
DIFFICULTY OF MAKING THE MEASUREMENTS THEY ARE VERY RARELY AVAILABLE.

X = ESTIMATES NEEDED

(X)= PRECISE MEASUREMENTS NEEDED
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Table D-5.5

Categories Of Measurement Defects Which Degrade "Accuracy"

CATEGORY DESCRIPTICN

SCALE ERRCPS PERCENTAGE ERRCRS IMN CHANGES FRCM CONE
CONDITICN TC ANCTHER

BIAS ERRCRS OFFSETS IN ZERC-SCALE POINTS
DYNAMIC RANGE DYNAMIC RANGE CF RESPONSE EXCEEDS
LIMITATIONS DYNAMIC RANGE CF MEASUREMENT SYSTEM
INADECUATE SIGNAL- SIGNAL LEVEL IS TCC LCW PRELATIVE TO
TC-NCISE RATIC - MOISE IN MEASUREMENT SYSTEM

BANDWIDTH LIMITATICMS | RESPONSE FRECUENCIES NEEDED FCR MODEL
VALIDATICN EXCEED FREQUENCY RESPCNSE CF
MEASUREMENT SYSTEM

KNOWN DETERMINISTIC SIGN INVERSIONS, INCCRRECT CALIBRATIONS
ERRCPRS AND CTHER ERRCPS DETECTED AFTER TESTS
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is too large can sometimes cause as many problems as one which is too small.
If the bandwidth is too large, it should be reduced by filtering before any
frequency response calculations are made. The data provided by the instrumen-
tation and processing should ideally lie in the frequency bana which fhe mode
represents, and should not extend much beyond that unless there are some sig-
nificant dynamic responses to be found there.

The scale errors, dynamic range limitations, and signal-to noise ratio
problems are the most troublesome to eliminate of the six shown in Table
D-5.5. Uniform scale errors may be correctable if calibrations are done very
frequently and carefully throughout the test program, but nonuniform (nonlin-
ear) scale errors are almost impossible to eliminate. The allowable 1imits on
scale errors must therefore be chosen to be significantly less than the cor-
responding tolerances in the validation criterion (about 1/3 being a good pro-
portion in most cases). Dynamic range and signal/noise problems are the upper
and lower levels of the same problem. This problem should be avoided by using
pilot runs of the model being validated to predict the maximum and minimum
amplitudes of each variable - to be measured. The measurement system should
then be specified to have a dynamic range which enables it to capture the
complete dynémic'range expected in the tests, without overloading or saturat-
ing at the maximum values or dropping below the noise level at the minimum
values. '

The general performance specifications for measurement system "accuracy"
(including bandwidth, dynamic range, and noise levels) must be compared to the
specifications of available instrumentation in order to select the instrumen-
tation to use in the test program. If these performance specifications cannot
be met using available or affordable equipment, it may be necessary to rede-
fine the validation tolerances or even the scope of the validation effort to
fit within the limitations of the equipment which will be used. This may even
require a reevaluation of the benefits-and costs of the entire effort if it is
necessary to reduce the scope of the model validation substantially. It would
be better to terminate the work at this point if its value does not exceed its
cost rather than proceeding to completion with data known in advance to be in-
adequate.
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D-5.2.4 Definition of Number and Lengths of Tests Needed

- Although the selection of conditions to be tested has already been
covered in Section D-5.2.2, that discussion did not include the selection of
the number and lengths of the tests needed at each condition. These are im-
portant considerations because an insufficient gquantity of data can cause as
much trouble for a model validation attempt as insufficient guality of data.
A strictly “"correct" choice of the quantity of data which should be gathered
for each test condition would require a sophisticated statistical analysis
(see, for example, Ref. [2]), which is beyond the scope of what can be covered

here. Therefore, this section covers some rough guidelines for deciding the
>number of tests to run and their lengths. '

Each additional test run increases the expense and time required for the
test program, and the longer each individual test run, the more costly it will
be. At the same time, increasing the length and number of test runs makes it
possible to have greater confidence in the model validation. There is thus an
important trade-off between the cost of the validation test program .and the
confidence which can be placed in the validated model. The design of the test
program should either.maximize the confidence which can be provided for the
resources available or minimize the resources used to validate the model to
the needed level of confidence. | |

Some of the basic issues of test length were touched upon in Section
D-5.1.2, in the discussion of .input design for perturbed track. It is just as
important to choose the proper length of test for operations on "normal" or
“smooth" track, which would be used for validating forced response, Tlateral
-stability, or steady-state or dynamic curving models. In these cases, the
test section must be at the very least longer than several cycles of the long-
est wavelength track input (such as the length of a rail or elevated struc-
ture). The test must also last at Teast long enough for _the vehicle to reach
a steady-state response (for stable configuration) and to experience several
cycles of its lowest frequency response mode.

Some additional requirements on test length should be met for Tlateral
stability (hunting) model validation and for data which are to be used in
spectral analyses (frequency response modeling). Because hunting can be an
intermittent phenomenon, it is important that test conditions be maintained
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long enough to allow the hunting béhavior to come and go. This may require
tests lasting several minutes, rather than several seconds. (Recent experi-
mental results also seem to indicate that it %s very important to maintain
identical track conditions when testing the effects of .changes in vehicle de-
sign or speed on hunting [5].

In addition to the minimum test length requirement based on the need to
observe the effects of several cycles of all inputs and outputs, data to be
used for frequency response model validation must also be collected in long
enough records to eliminate potential noise problems. The lengths of these
records should be in multiples of 2" samples each (such as 1024 or 2048
samples) to facilitate the use of Fast Fourier Transform (FFT) procedures.
There should also be enough independent test records (typicé]]y on the order
of 10) of the appropriate  length so that their spectra (Fourier transforms)
can be averaged together to reduce the jaggedness produced by random factors
in the experiment (noise). The greater the number of spectral estimates which
can be averaged together, the closer will be. the agreement with the predic-
tions of a model which does not include noise.

The independent test records do not necessari]y have to come from sépar-
ate test runs. One long test run could produce several separate test records,
whose spectra could then be averaged together. In general, however, it is
desirable to have two separate runs of the same test condition rather than a
single run (even if the single run is twice as long). The separate test runs
can be used to check the repeatability of results, and also provide a distinct
reliability advantage. If some of the instrumentation should maifunction on
one test run, all data for that condition would not be lost because of the
availability of the independent data set from another run. Dup]icate'runs are
generally difficult to justify for all test conditions because of their ex-
pense, but they should certainly be used on some of the most important indi-
vidual test cases to reduce the probability of a loss of data and to provide
proof of the repeatability of results. '
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D-5.2.5 Coordination of Vehicle On-Board Measurements with

Wayside and Track Geometry Measurements

The importance of coordinating vehicle on-board measurements with wayside
and track geometry measurements for model validation has been discussed
several times already. . This coordination can only be accomplished if the
- tests are planned with it in mind. Instrumentatibn_and data channels must be
provided to record the location of the test vehicle precisely throughout the
test section. The on-board vehicle measurements can then be coordinated with
the track measurements during post-test data processing.

The most popular method for identifying vehicle location on a track seems
to be the automatic location detector (ALD) system. ALD markers are placed at
known locations along the track and are detected by a sensor on the vehicle
when it passes, producing an impulse on one of the data channels. During the
posttest processing, the ALD pulses can be used to match the time scale of the
.vehicle test record with the ALD marker locations alongside the track. The
time intervals between ALD pulses can be matched to track Tocations by using
the: measured speed of the vehicle and integrating it to compute distance
traveled, or by using counts of axle rotations from a shaft encoder mounted to
a vehicle ax]e, In either case, it is generally necessary to "stretch" or
"squeeze" one set of measurements (either vehicle or track) sd that it matches
the other. This requires interpolation between samples, which can become a
laborious calculation. When vehicle speed varies, it is particularly impor-
tant to have the corrections for "stretching" or "squeezing" adjusted frequen-
tly to maintain accurate. synchronization.

Theychoice of which set of measurements to adjust and which to hold con-
stant (time on vehicle or distance on track) depends on the nature of the test
and the other data processing which must be done. If there are many more
channels of one set than the other, it is most economical to adjust the smal-
ler set. If frequency domain processing is to be done on the data, the times’
between samples must be held equal anq the spatial (i.e. track) data must be
stretched and queézed. However, if the waveforms of responses to a track
perturbation at several different speeds are to be compared, it would be
better to plot all results at equal spatial inferva]s, stretching and squeez-
ing the time scales.
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The process of coordinating the vehicle and track measurements should be
computerized as much as possible. If many sets of test data are to be proces-
sed, the potential savings in analyst labor hours could justify devoting sub-
stantial effort to developing software and graphic display capabilities to
streamline the analyst's job of matching the vehicle and track data. On the
other hand, if there are only a few test data sets involved, it should be more
economical to have the analyst visually inspect plots of the data and separ-
ately execute the adjustments between each pair of consecutive ALD impulses.

D-5.2.6 Data Recording Considerations

The selection of the method for recording validation test data should be
based on the same consideratons -as would apply for any other test program.
The choice of the storage medium (magnetic tape, semiconductor memory, floppy
disks, etc.) has a variety of implications for cost, convenience, capacity,
speed, and durability. This choice is generally dictated by the circumstances
of the group which is doing the testing, and has little influence on the ulti-
mate outcome of a model validation effort, as long as the capacity and speed
are adequate.

The data recording issues which can have a significant impact on the suc-
cess of a model validation are those of sampling, filtering, and preproces-
sing. If these are not done properly, the value of the data produced by the
test brogram can be destroyed and, what's worse, this destruction may not even
be detectable. Seriods]y incorrect conclusions could even be drawn from the
data because of the lost information. The most important problem to guard
against is the loss or corruption of high frequency data.

In order to specify the data acquisition system properly, it is necessary
to take into account the following set of frequencies:

f1 = the highest frequency expected to be experienced by the
sensor in the test

fy = the highest frequency the sensor can detect adequately

f3 = the sampling frequency or number of samples per second

which are recorded
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fgq = the highest frequency needed for the model Va11dat1on (for
comparison with the model's predictions)

f5 the anti-a]iésing filter cutoff frequency

Each of these frequencies could be evaluated separately for each instrumenta-
tion channel, but that is not advisable because practical considerations re-
quire that all sampling and processing be done at the same frequency for all
channels. Therefore, the highest frequency requirements should generally be
applied to all the channels except where this leads to impractical ﬁnstrumena
tation specifications on some of the channels or where the highest frequencies
are only needed for a very limited fraction of the total number of channels.

Typica]]y,f] will be the highest frequency of those listed, however it
is neither practical nor necessary to measure the highest frequencies experi-
enced in the tests, corresponding to vibrations of high (unmodeled) structural
modes. The frequency f, is chosen to suit the anticipated use of the
validated model. In other words, f4 . is the highest frequency  for which
the model is to be validated, and its seiection should therefore precede the
design of the test program. The sensor or transducer must be able to detect a
maximum frequency, fz, fat least as high as - f4 without noticeable
rolloffs (loss of amplitude) or phase shift. This typically requires that it
have a bandwidth specification (based on 3 dB rolloff) somewhat higher than
fy.

The sampling frequency f3 should generally be at least five times
f4 to produce good results. If it is less than that, the higher frequency
information will be lost or disquised (aliased). If the sampling frequency is
less than 5f2, which is often the case, it is necessary to use an "anti-
aliasing" filter before sampling the transducer's output signal. This filter
should be chosen to have a cutoff frequency of fg = f;/5 (typically,
f55¥ f4) in order to eliminate signals which are at too high a frequency
to be sampled correctly. Failure to do this could lead to the "folding" of
the higher frequency responses into lower frequencies, making the responses
appear erroneously large at those frequencies.. In fact, it is advisable to
loQ-pass filter all of the data channels before sampling to eliminate the
effects of random noise at frequencies above those which are needed or usable

(f4).
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One final data recording consideration is the selection of which data
channels to retain as sensed and which to cbmbine in preprocessing prior to
recording. Combining and preprocessing data can reduce the number of channels
and the overall data processing effort and expense. However, it also reduces
the amount of dinformation available for later use. Any measurement which
could be used at a Tater stage of the validation process (to cross-check other
measurements;'to evaluate the importance of an unmodeled response mode, etc.)
should be'refained in the recorded data. This would typically include any
measurement which directly represents the dynamic response of the -vehicle or
its major components. By this argument, acceleration and suspension displace-
ment measurements would be retained as measured, while the outputs of individ-
ual strain gauges on an instrumented wheelset could be combined in preproces-
sing so that only the calculated force components would be recorded. Even
this level of preprocessing would run. the risk of obscuring problems which
could be caused by one defective strain gauge. Therefore, it should not be
attempted uniess the wheelset instrumentation has been proven to be thoroughly
accurate and reliable.

D-5.2.7 Choice of Test Vehicle Consist

The conditions which are used for model validation testing should reflect
as closely as possible the conditions which the model is expected to repre-
sent. With rare exceptions, railcars do not operate by themselves, isolated
from all other éars. At the same time, dynamic models of individual railcars
do not generally 'include the influences of adjacent cars (excebt for the
longitudinal dynamics and whole-train models, which focus on those influen-
ces).  Therefore, the test consist should normally be arranged to avo1d strong
interactions among cars by maintaining fairly uniform weights and geometry
among all the cars.

The test consist should be as short as practical to reduce costs and
dynamic interactions. For validating models of freight or. passenger cars,
there should be at least one car coupled to each end of the test car, and the
test car should not be coupled directly to the locomotive. Validation testing
of locomotive models may include operations with several different trailing
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loads, as well as operations as either the front or rear member of a tandem
pair, or operation in the middle of a consist.

These general guidelines for choosing the test consist do not apply in
all cases. The most obvious exception is for validating models of the dyna-
mics of ~an entire train, in which case the choice of consist is one of the
principal variables to be tested, and an integral part of the experimental
design. In tests which are used to validate models of some large-amplitude
disturbances such as hunting and twist-and-roll, it may be desirable to sur-
round the test car with some very different cars which do not respond the same
way. For example, a heavily loaded, high center of gravity car used to vali-
date a twist-and-roll model could be tested between 1ightly loaded low center
of gravity cars which would be unlikely to interact in roll with the test
car. Similarly, a lightly loaded car used to validate a hunting model could
be tested between heavier cars which would not be expected to hunt until
higher speeds were reached. In this way, the hunting of the test car could be
isolated from the possible influences of hunting of adjacent cars.

The choice of test consist will be strongly influenced by the availabil-
ity of cars of different types, and it may not be feasible to follow the
guidelines suggested here from test to test. If that is the case, the most
important thing to remember about the consist is that it should remain as con-
sistent as possible from test to test. If the consist is changed a lot, it
may be impossible to isolate the effects of those changes on teét vehicle
response from the effects of the changes in the test vehicle or its operation
which are represented in the model which is being validated. The results of
that.would be to confuse the validation process by destroying the control of
the experimental test program.

D-5.3 EXECUTION OF MODEL FOR CASES WHICH WERE TESTED

The conduct of the model validation tests themselves 1is not covered
here. The testing should proceed according to the design principles covered
in Sections D-5.1 and D-5.2, using accepted experimental test techniques and
normal care and prudence. As the test program progresses, the performance
which 1is observed should be compared cualitatively with that which was
expected. If there are significant discrepancies, the test plan should be
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adjusted to make sure that there are enough test cases in each performance
regime to complete a successful model validation.

Once the testing is complete, the model should be run for the exact con-
ditions which were experienced in the tests (even if they did not correspond
completely to the test plan). The track geometry which was actually measured
should be used as input, and the vehicle speed should reproduce that which was
measured. Automatic location detector (ALD) impulses in the track geometry
data should be written into the output of the model runs, to help indicate
precisely where the modeled vehicle is at each time interval.

The best available set of vehicle characteristics data should be used for
the model runs. Since not all vehicle parameters may be known with high con-
fidence, the sensitivity of the model's predictions to a range of values for
the uncertain parameters should be demonstrated using several model runs to
try to represent the test conditions. If the results are consistent for these
runs, one can be confident that the uncertainties are not significant; How-
ever, if there are significant differences among the results of these runs, it
will be necessary to evaluate carefully the alternative choices of parameter
values during the comparison process (Chapter D-6).

The model outputs should be processed in exactly the same way the test
data were, 1including sampling rates, filtering, instrumentation errors,
biases, and noise levels (if known). In particular, if the test instrumenta-
tion or data processing imposed any limitations of bandwidth or dynamic range,
these limitations must be modeled as closely as possible to produce comparable
saturations, phase shifts, and other filtering effects on the simulated data.
This helps to ensure that the comparison of the model and test data is valid
(i.e., comparing "apples and apples" rather than "apples and oranges").

The model outputs should be reduced to a form compatible with that avail-
able from the test data (the same statistics of the same response variables).
Once this is done, the comparisons between model predictions and test data,
using the chosen validation criterion, can follow directly. Instructions for
the comparison process follow in Chapter D-6.
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D-6. COMPARISON OF MODEL PREDICTIONS AND TEST RESULTS

The final phase of the model validation process is the comparison of
model predictions with test results. It is this activity, more than any
other, which makes model validation special. This is also the most compli-
cated part of the process to understand because of the possibility of multiple
iterations through some of the steps.

D-6.1 HIERARCHICAL ORGANIZATION OF COMPARISON PROCESS

Because the comparison of model predictions and test results can involve
considerable variety in test conditions and vehicle characteristics (as speci-
fied in the experimental design), this comparison process must be carefully
structured to avoid confusion. The recommended hierarchical structure is
shown schematically in Figure D-6.1, as a simplified flowchart. In computer
terminology, this structure would be referred to as "nested loops," with an
"inner loop" for changes in test conditions and an "outer loop" for the varia-
tions in the test vehicle.

The structured analysis of Figure D-6.1 is designed to separate clearly
the influences of operating conditions on vehicle response from the influences
of design changes. In order to clarify the separation, the entire process of
comparison and model adjustment (to be described in Section D-6.2 and Figure
D-6.2) must be completed for each individual test condition of each vehicle
before proceeding to any other condition. Similarly, all of the comparisons
for each vehicle design (the "inner 1loop") must be completed before working
with the next vehicle design. In this way, it is possible to demonstrate whe-
ther the same model structure can be used to represent each of the vehicle de-
signs or whether it is necessary to change the model structure when the ve-
hicle is modified.

Figure D-6.1 has been designed to highlight the genera]'hierarchy of the
comparison process, while ignoring some of the important details. Many of
these details, which are embedded in the block called "Compare test results
and model predictions," do not affect the general flow of the comparison pro-
cess and are described thoroughly in Section D-6.2.1. The other important
omissions are the repeated runs of the final adjusted model for all of the
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conditions which were tested, to be described in Section D-6.2.2. This extra
set of model runs is needed to verify that the adjustments which had to be
made to the model to enable it to reproduce the later sets of test conditions
did not lead to a loss of the ability to reproduce any of the earlier test
conditions.

The sequence of test conditions used in the comparison and model adjust-
ment process can have a noticeable effect on the success of the validation
effort. It is best to start with the simplest conditions to model, those with
the smallest response amplitudes and most nearly linear characteristics. Once
the comparison between the model predictions and test results is completed
(and usually found satisfactory) for these conditions, the larger amplitude
cases with non]inear responses can be treated, starting with simple isolated
nonlinearities and later proceeding to more complicated coupied nonlineari-
ties. By following this sequence, the complexity of the model is not in-
creased any faster than absolutely necessary and the experience gained with
the simpler cases can be used to help decide what form the model adjustments
should take in order to represent the more difficult conditions while not
losing agreement for the original simple conditions.

D-6.2 COMPARISON FOR FIRST TEST VEHICLE

Following the hierarchical organization of the comparison process as just
described, the entire process should be applied for the first test vehicle
before looking at the results for any of the other vehicles. This process is
described by the flowchart of Figure D-6.2, each step of which will be ex-
plained here. The previous steps in the model validation procedure produce
the test results, measured inputs (track geometry) and vehicle parameter val-
ues which are needed before the comparison process can proceed. The initial
model structure is specified in advance (at the time one decides to try to
validate a model) and the first test case to validate is chosen according to
the reasoning already described in Section D-6.1. This completes the prelimi-
naries included in Block 1 of Figure D-6.2.

The model should be run using the measured inputs and test conditions,
and outputs of the same form (see Section D-3.3.2) as the results obtained
from the test should be recorded. The running of the model was already
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discussed in Sections D-4.4 and D-5.3. The important thing to add here is
that the model runs appear in Block 2 of Figure D-6.2, inside the loop for
model adjustments. This means that if it is necessary to adjust the model to
improve its prediction of the test results, the new adjusted model must then
be run and its predictions compared with the test results. Thus, it may be
necessary to go through several runs of adjusted models for some of the test
cases, and not just the single run per case discussed before in Sections D-4.4
and D-5.3.

The model predictions and test results are compared in Blocks 3 and 4 of
Figure D-6.2, using the validation criterion chosen earlier (Section D-3.3).
Each pass through the comparison process applies to one test run, and for that
specific condition and the model being tested the validation criterion is
either satisfied (Block 9) or not satisfied (Block 5). Recall that this eval-
uation is based on the unique validation criterion which was defined in Sec-
tion D-3.3, baéed_on the anticipated model purpose. This criterion incorpor-
ates the selection of response variables, statistics, tolerances and mathema-
tical form needed to demonstrate model va]idffy. The most 1mportan£ stage of
the comparisdn process occurs when the criterion is not satisfied and the rea-
son for this must be sought (Block 5), leading to a decision about whethef to
adjust the model to improve its agreement with the test results (Block 6).

Finding the sources of the differences between the model predictions and
test results, which is probably the most difficult step in the entire model
validation process, is described in Figure D-6.3. This requires a thorough
understanding of the test conditions, instrumentation, data processing, model
assumptions, and the 1likely effects of making different assumptions. The
exact nature of the differences must be defined, and it is then necessary to
apply engineering judgement to decide whether these differences were caused by
(1) experimental errors, (2) measurement system or data processing problems,
or (3) deficiencies in the model. This decision may be quite difficult to
make on the basis of the available evidence, but when there is a reasonable
doubt about whether the problems could have been caused by experimental or
data processing errors, they should be assumed to be model deficiencies in
order to be conservative.
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If the problems fall under category (1) or (2) above, model adjustments
should not be considered and the next step to take depends on how well the
specific problem can be identified. If it can be identified clearly enough to
be corrected by the analyst working on the model validation, the correction
should be made in the test data (reprocessing) and the comparison with the
. model predictions (Block 3 of Figure D-6.2) repeated. In most cases this is
not possiblie: and the model must be found "not validated" for the condition in
question (Block 8). :

D-6.2.1 Model Adjustments to Improve Agreement

The more challenging cases arise when the differences between test
results and model predictions appear to be caused by deficiencies in the
model. Some specific deficiencies must be identified before any model adjust-
ments can be attempted. The types of deficiencies which must be consideread
include:

- incorrect parameter values

- omiésion of impbrfant elastic response modes

- omission of significant degrees of freedom

- linearization of important noﬁ]inearities

- incorrect form for nonlinearities

- inclusion of unnecessary non]inearifies or degrees of freedom'

- incorrect representation of vehicle elements (damping, stiff- -
ness, inertia, deadband, friction, hysteresis, etc.).
Deciding which of these deficiencies produced the observed problems requires a
good understanding of nonlinear vehicle dynamics,. which cannot be conveyed
quickly in a report such as this. The decision can be made easily if the
right vehicle response variables were measured in the test program.

The modeling deficiencies will need to be corrected by adjustments to the
model structure and/or parameter values. These adjustments must be based on
causal reasoning, directly related to the physical laws which govern vehicle
dynamics. This means that vehicle parameter values which are known with good
accuracy from the test program (dimensions, some masses and stiffnesses)
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should not be changed simply to improve the model's agreement with test data.
The disagreements which remain should be attributable to other model deficien-
cies, and it is those which should be modified. If the original assumed
parameter values were uncertain, they can be adjusted cautiously, relying on
engineering judgement about the physical reasonableness of the new values of
masses, stiffnesses and geometry which are implied by the adjustments. Ad-
justments to the model structure should be justified by the same kind of
causal arguments needed for parameter value changes. In other words, the new
model structure should make physical sense, relying on the physical laws which
appear to be acting on the vehicle, rather than trying to gain a mathematical
"best fit" to the test results. The "best fit" technique may work for one
case, but unless there is a physical basis for the model adjustment it will
not work for any of the other cases.

Some general guidance for identifying and correcting the different types
of model deficiencies is offered in Table D-6.1, although these suggestions
are not meant to replace the need for direct experience working with the test
data and models. The model adjustments which are simplest to make and those
which lead to simplification of the model should be attempted before the more
difficult and complicated adjustments.

When several of these mbde]ing deficiencies are present simultaneously,
it may be very difficult to find and correct them. In particular, correcting
any one of them would still Teave significant discrepancies between the model
and test results, and it would not be apparent that one of the problems had
indeed been eliminated. There is no simple way of avoiding this difficulty
for any individual test condition. However, comparisons of the results for a
variety of different test conditions can reveal the separate effects of the
different model shortcomings. This means that it may not be possible to com-
plete the model adjustment process for each test condition totally independen-
tly of all the other conditions. Some of the model adjustments can only be
put in practice after a substantial set of results has completed the compari-
son process. For example, an aspect of vehicle performance which is velocity
dependent cannot be validated or invalidated using a single test case at one
speed. Rather, the trend of performance must be tracked through several sep-
arate test cases at different speeds. It may not be possibie to validate the

-
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Table D-6.1
. General Guidelines for
Identifying And Correcting Model Deficiencies

Incorrect Parameter Values

- simplest to adjust (no model structure change)

- evidence ircludes differences in natural
freouency or damping values, but similar
qualitative response

Cmission of Important Elastic Pesponse Modes or. Degrees of

Freedom

- test results show some responses not evident from
model (more complicated waveforms or frecuency
response functions, particularly at higher
frequencies).

- measurements made at well-chosen locations can
easily identify the importance of these modes or
degrees of freedom (tc help decide whether to
include them).

Linrearization of Important Nonlinearities

- agreement tetween model and test results depends
on amplitude of response

- test results show distinctly nonlinear response
characteristics not predicted by model (1imit
cycles, jump resonances, saturations, etc,.)

Incorrect Form for Monlinearities

- difficult to identify by general inspection of
results

- may be fourd from ampliitude dependerce of
comparison between model and test results

- best identified by use of detailed measurements
very close to the nonlinearity
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Table D-6.1 (Continued)

Inclusion of Unnecessary Nonlinearities or Degrees of Freedom

- model predictiors show modes of response or
nonlinear characteristics not evident in the test
data

- correcting this problem also helps simplify model
(Tinearize and/or reduce order of model)

Incorrect Representation of Vehicle Elements

- if ronlinear elements are involved, it will be
equivalent te incorrect form for nonlinearities
(as above)

- best revealed by significant loss of agreement

between model and test when the incorrectly
modeled element is modified.
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form of velocity dependence assumed in the model until the cases for all the
different speeds have been studied and their results analyzed.

Returning to the flow chart of Figure D-6.2, one could expect to go
througH Blocks 5 and 6 several times for each test case. Simple model adjust-
ments could be made on the early passes, but still might not produce success-
ful validations. After all of the test cases have gone through these simple
adjustments, the larger patterns among the different cases sﬁould'become clear
enough to permit a second round of more subtle model adjustments to take
place. These adjustments could then produce a close enough agreement_between
the test results and model predictions to validate the model for some of the
conditions. |

It is also important- to consider the need to maintain validation for the
earlier cases while making model adjustments to match the later cases. If
this 1is not done, each case would have its own separate "validated" model,
which would be useless for all the other cases. Therefore, the selection of.
which model .adjustments to make has to be a compromise between the need to
continue to represent the cases already covered and the need to match the
latest case being considered. These choices are very dependent on the judge-
ment of the analyst who is performing the validation work,. and cannot be in-
corporated into the flow chart as well-defined rules. . Once again, it 1is
necessary to rely on.the analyst's understanding of vehicle dynamics to decide
which adjustments to the model are likely to have the bést overall effect on
its agreement with the test results. These adjustments should be designed tb
converge to a single "best" model once all of the test cases have been consid-
ered, and to avoid drastic changes to the model which may improve égreement
with the latest set of test data while disturbing the agreement with all the
previous data sets.

D-6.2.2 Checking Al1 Cases for Final Adjusted Model

After all of the test cases for the baseline vehicle have been processed
(Block 10), and a single adjusted model has been specified (B]ock 11), that
mode] must be re-run for all of the test cases and the comparison between its
predictions and the test results must then be used to determine the final

pattern of cases for which the model has been found validated or not
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validated. This phase of verifying the final model form and parameter values,
enclosed in the dashed box of Figure D-6.2; is needed to ensure that the model
adjustments which were made to fit the later data sets did not destroy suc-
cessful validations for the earlier data sets.

D-6.3 OTHER VEHICLE CONFIGURATIONS

Once the "“inner loop" of Figure D-6.1 (the comparisons of model predic-
tions and test results for a single vehicle) has been completed, it is time to
do the comparisons for other vehicle characteristics (modifications to that
vehicle or other vehicles). This "outer loop" set of comparisons is designed
to validate the model's predictions of the influences of changes in vehicle
design and loading on dynamic response. For each new vehicle characteristic,
the. comparison process of Section D-6.2 must be performed. If the model
structure is reasonably good, these comparisons should become very easy after
the first vehicle. In other words, after the validation has been completed
for the first vehicle, the model should agree very well with the test results
for the later vehicle characteristics if the effects of these-characteristics
have been well represented.

The final adjusted model developed for the first vehicle in Section D-6.2
should serve as the starting point for the comparisons with the remaining test
data sets. The discrepéncies between the predictions of this model and the
test results for all the other vehicle configuratons should be recorded and
then analyzed to reveal which trends (which vehicle changes and response vari-
ables) are not being modeled correctly. This analysis requires the same kind
of thorough understanding of vehicle dynamics as the model adjustment analysis
described in Section D-6.2. Here, different model adjustments may be recom-
mended to represent the effects of vehicle changes more accurately. These
adjustments should generally be .designed to leave the model unchanged for the
initial vehicle configuration so that the validation is not endangered. How-
ever, they will generally involve modifying the way changes in vehicle charac-
teristics (weights, dimensions, stiffnesses, damping) are represented in the
model.

The model adjustments which are made at this stage in the Va]idation
process should, like the earlier adjustments, be based on causal (physical)

D-96



reasoning, and not purely on making a "best fit" to the test results. The
" danger .invo1ved in the "best fit" approach is that it loses track of the
physical principles which produce vehicle dynamic response and may therefore
obscure important differences among different vehicles. In other words, ve-
hicles which should be represented by different model structures, because of
some fundamentally different characteristics, would be forced into a single
common model structure by the "best fit" approach. That would, at best, pro-
duce a model which happens to be valid for the specific vehicles and operating
conditions used in the test program, but will not be valid for any other ve-
hicles or operating conditions. Such a model would be use1ess; since the en-
tire reason for developing a model is to be able to predict performance for
new vehicles and conditions without incurring the expense of testing.

D-6.4 SUMMARY OF REGIMES FOR WHICH MODEL IS VALIDATED

After all of the comparisons of the test results with the model predic-
tions have been completed, the outcome of the validation project must be sum--
marized for later use, including infofmation comparable to that shown in Fig-
ure D-6.4. This summary must provide the potential user of the model with the .
information he needs to determine whether the model should be considered valid
for his intended purpose. This means that the summary should include the
» range of vehicle characteristics and input and operating conditions for which
the model has been found valid to within the specified tolerances. The re-
sults could be made more widely applicable by including descriptions of more
than one level of validation. This would involve specifying several different
tolerance Tlevels for validation, and then reporting the ranges of vehicle
characteristics and input and operating conditions for which each tolerance
level could be met.

The technica]]y'cha11enging aspect of this process is in defining the
performance regimes for which the model can be considered valid using the
available test conditions. A great many parameters could be used to define
these performance regimes (i.e. any of the parameters which have a nonlinear
influence on vehicle performance). It is necessary to isolate the most impor-
tant of these influences and describe the validation in terms of these (which
shdu]d be as few as possibie). Typically, the most important influences are
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THE MODEL

NAME (AND DEVELOPERS):
DEGREES OF FREEDQOM:
PERFORMANCE ISSUE(S):
LINEAR OR NONLINEAR:
NONLINEARITIES INCLUDED:
ANALYTICAL TECHNIQUE:

VALIDATION #]

PURPOSE (ANTICIPATED USE):
VALIDATION CRITERION:

VEHICLE CHARACTERISTICS
TYPE (FREIGHT, PASSENGER, LOCOMOTIVE):
CARBODY TYPES:
WHEEL PROFILES:
TRUCK TYPES:

RESTRICTIONS ON OTHER CHARACTERISTICS:
(LENGTH, HEIGHT, MASS, STIFFNESSES,
CARGO, TRUCK CENTER SPACING, CENTER
OF GRAVITY, ETC.)

SPEED RANGE:

TRACK CHARACTERISTICS:
TANGENT, SPIRAL OR CURVE:
GRADE OR SUPERELEVATION:
SURFACE CONDITION:
STIFFNESS (LATERAL, VERTICAL):

PERTURBATIONS IN MAXIMUM AMPLITUDE WAVELENGTHS

ALIGNMENT:

PROFILE:

GAUGE :

CROSSLEVEL: -

VALIDATION #2

Figure D-6.4 Example of Information Needed to Summarize Results
of a Model Validation
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operating speed, track geometry inputs, and vehicle design characteristics, as
discussed 1in Subsections D-3.2 and D-5.1.2. In particular, Figure D-5.2
~showed an example of multiple perforazice regimes'defined in two dimensions
(speed and track roughness). In practice, the performance regimes are likely
to be defined in more dimensions than two, significantly increasing'the com-
plexity of the analysis.

The type of track geometry input should not be an important issue here
because most models are designed to be used with only one or two track in-
puts. Major differences in track inputs, therefore, usually require the use
of a different model (representing the different dynamic processes produced by
differing track inputs). The amplitude and frequency (wavelength) character-
istics of the track inputs, in combination with the operating speed, will have
a strong influence on the performance regimes and must therefore be included
in the description of conditions for which the model is validated or not vali-
dated. Such a description could be as simple as separate limits on the opera-
ting speed and disturbance amplitude for which the model has been found valid
(e.g. for speed below 81 mph and track perturbations of less than one inch).
However, more typically the description of the limits of a performance regime
must be in terms of combinations of speed and amplitude (i.e. |[vA| £ x,
where v is velocity, A is amplitude, and x is the limit, or |v|+ kA<
X, where k 1is a scaling constant). The description becomes more compli-
cated when the wavelength, A, of track disturbances is included because the
frequency at which those disturbances act on the vehicle is f = v/x. The
response of a vehicle may be very sensitive to the frequency of the disturb-
ance inputs, and changes in the input frequency could shift the vehicle's re-
sponse from one performance regime to another. The fact that velocity and
disturbance wavelength both influence the disturbance (input) frequency means
that the categorization of performance regimes for which a model is validated
must include velocity, wavelength and their ratio (frequency), as well as
amplitude.

The inclusion of vehicle design characteristics in the summary of model
validation results is also challenging. Obviously, a model which is validated
for one type of vehicle will not necessarily be valid for a very different
vehicle. For example, a rigid-carbody model validated for a covered hopper
car would not necessarily be valid under all of the same operating conditions
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for a flat car. The challenge here is to "cluster" the vehicle characteris-
tics in such a way that the distinction can be made clear between the differ-
ent vehicle types for which the model can be considered valid and not valid.
If the test program is designed to include a broad enough selection of vehicle
characteristics, this task is made easier. .In effect, the conditions for
which the model is valid can first be specified separately for each vehicle
type. Then, the summary of validation conditions can incorporate the trends
in the pattern of validations based on systematic changes in some important
vehicle characteristics.

For -example, the validation results for vehicles having several different
body stiffness characteristics can be combined to show, in the summary, the
dependence of model validity on that stiffness. In this way, a potential fu-
ture model user can rely on the summary to learn the conditions for which the
model has been validated for a vehicle of the appropriate type having a known
body stiffness within the range which was evaluated. Other characteristics
which could be incorporated in the vehicle description include mass, center of
gravity height, truck center.spacing, truck type, suspension (spring) stiff-.
ness, and friction and damping factors. These vary in importance for the dif-
ferent types of models and typically only a few of these characteristics need
to be considered in assessing the validity of any individual model.
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D-7. SUMMARY OF VALIDATION PROCESS

The process of validating a model of rail vehicle dynamics has been des-
cribed at Tength in the preceding four chapters. The explanations of how the
steps in this process should be performed may have obscured some of the basic
flow from step to step. In order to make sure that this flow is made clear,
the process is summarized in Tables D-7.1 through D-7.4, which refer back to
the appropriate sections, tables, and figures in the earlier chapters for more
detailed explianations.

Table D-7.1 outlines the preliminary steps common to all validation
projects, as described in Chapter D-3. Tables D-7.2 and D-7.3, respectively,
show the steps to follow when using existing test data and when designing a
new validation test program (from Chapters D-4 and D-5, respectively). Table
D-7.4, which is in effect a written explanation of Figures D-6.1 and 6.2, des-
cribes the step-by-step process of comparing model predictions and test re-
sults for any validation (Chapter D-6 contents). Taken together, these four
tables can serve as the checklists to guide an analyst through the entire
validation procedure.
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Table D-7.1

Preliminary Steps For All Validation Projects

DEFINE THE MODEL (SECTION D-3.1)

PERFORMANCE ISSUE(S) ADDRESSED (TABLE D-3.2)
ANALYTICAL TECHNIQUE USED (TABLE D-3.1)
MODEL STRUCTURE (SECTION D-3.2.2)

- DEGREES OF FREEDOM
~ NONLINEARITIES (EXAMPLES IN FIGURE D-3.2)

DEFINE THE MODEL PURPOSE (SECTION D-3.2.1)
" ROLE IN VEHICLE DEVELOPMENT AND EVALUATION PROCESS
HOW OUTPUTS WILL BE USED (HOW QUANTITATIVE)

CONDITIONS TO BE COVERED (SPEEDS, INPUTS, VEHICLE
CHARACTERISTICS)

SPECIFY VALIDATION CRITERION (SECTION D-3.3)

DYNAMIC RESPONSE VARIABLES (SECTION D-3.D-3.1, EXAMPLES
IN TABLE D-3.4)

STATISTICS OF THE RESPONSE VARIABLES (SECTION D-3.D-3.2,
EXAMPLES IN TABLE D-3.5)

TOLERANCES ON STATISTICS (SECTION D-3.D-3.3, EXAMPLES IN TABLE
D-3.7)

'MATHEMATICAL FORM (SECTION D-3.D-3.4, EXAMPLES IN TABLE D-3.8).
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Table D-7.2

Steps For Analyzing Existing Test Data

REVIEW AND SUMMARIZE DATA (SECTION D-4.1).

SUMMARY OF TEST DATA (TABLE D-4.1)

INITIAL SCREENING (TABLE D-4.2)

PRELIMINARY DECISION WHETHER VALIDATION EFFORT CAN PROCEED
RECONSTRUCT MISSING DATA (SECTION D-4.2)

TEST FOR SENSITIVITY TO UNCERTAINTIES (SECTION D-4.3)

PILOT RUNS OF MODEL
DECIDE WHETHER VALIDATION IS FEASIBLE USING THE AVAILABLE DATA

RUN THE MODEL FOR THE CASES WHICH WERE TESTED (SECTIONS D-4.4 AND
5.3) ~
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Table D-7.3

Steps For Designing And Running A New Validation Test Program

SELECTION OF OPERATING CONDITIONS (SECTION D-5.1)

VEHICLE CHARACTERISTICS (SECTION D-5.1.1, EXAMPLES IN TABLE
D-5.1)

TEST INPUT CONDITIONS (SECTION D-5.1.2, EXAMPLES IN TABLES D-5.2
AND D-5.3) < .

USE OF MODEL RUNS TO PREDICT TEST RESPONSES (SECTION D-5.1.3)
DESIGN OF TEST PROGRAM (SECTION D-5.2)

SELECTION OF TEST FACILITIES AND VEHICLES (SECTION D-5.2.1)

SELECTION OF COMBINATIONS OF TEST CONDITIONS (TEST MATRIX)

SPECIFICATION OF MEASUREMENT TYPES AND TOLERANCES (SECTION
D-5.2.3, EXAMPLES IN TABLES D-5.4 AND D-5.5)

DEFINITI?N OF NUMBER AND LENGTHS OF TESTS NEEDED (SECTION
D-5.2.4.

COORDINATION OF VEHICLE ONBOARD MEASUREMENTS WITH WAYSIDE
AND TRACK GEOMETRY MEASUREMENTS (SECTION D-5.2.5)

SELECTION OF SAMPLE RATES FOR INSTRUMENTATION AND RECORDING
(SECTION D-5.2.6)

CHOICE OF TEST VEHICLE CONSIST (SECTION D-5.2.7)
EXECUTION OF TESTS

EXECUTION OF MODEL FOR CASES WHICH WERE TESTED (SECTION D-5.3)
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Table D-7.4

Steps For Comparing Model Predictions And Test Results

1. SELECT FIRST TEST VEHICLE

2. SELECT FIRST (SIMPLEST, MOST LIKELY TO BE LINEAR) TEST
CONDITION FOR THIS VEHICLE

3. COMPARE TEST RESULTS AND MODEL PREDICTIONS FOR THIS CONDITION
(FIGURE D-6.2)

3.1 IF AGREEMENT IS WITHIN TOLERANCE SET BY VALIDATION
CRITERION, MODEL IS VALIDATED FOR THIS CONDITION. GO
TO STEP 3.3.

3.2 IF AGREEMENT IS NOT WITHIN TOLERANCE, SEEK EXPLANATION
OF DIFFERENCES (FIGURE D-6.3).

3.2.1 IF MODEL ADJUSTMENT IS INDICATED, ADJUST
MODEL (TABLE D-6.1) AND GO BACK TO START OF
STEP 3.

3.2.2 IF MODEL ADJUSTMENT IS NOT INDICATED, MODEL
IS NOT VALIDATED FOR THIS CONDITION. GO TO
STEP 3.3.

3.3 [IF THERE ARE MORE TEST CASES FOR THIS VEHICLE, LOOK AT
THE NEXT ONE (BACK TO START OF STEP 3). IF THERE ARE
NO MORE TEST CASES, GO TO STEP 4.

4. TF MODEL ADJUSTMENTS WERE MADE, DEFINE THE MODEL STRUCTURE AND
PARAMETER VALUES USED IN THE FINAL PASS THROUGH STEP 3 AS THE
INTERIM VERSION OF THE MODEL INTERIM TO BE VALIDATED, AND GO
BACK TO THE FIRST TEST CONDITION (SAME CONDITION AS IN STEP 2).

4.1 RUN THE MODEL FOR THIS CONDITION AND COMPARE RESULTS
TO TEST RESULTS

4.1.1 IF AGREEMENT IS WITHIN TOLERANCES OF
VALIDATION CRITERION, MODEL IS VALIDATED FOR
THIS CONDITION. GO TO STEP 4.2. -

4.1.2 [IF AGREEMENT IS NOT WITHIN TOLERANCES, MODEL
IS NOT VALIDATED FOR THIS CONDITION. GO TO
STEP 4.2.

4.2 RECORD THE OUTCOME OF 4.1.1 OR 4.1.2 ABOVE. IF THIS
IS THE LAST TEST CONDITION, SUMMARIZE ALL THE RESULTS
FOR THIS VEHICLE AND GO TO STEP 5. OTHERWISE, GO TO
THE NEXT TEST CONDITION AND RETURN TO STEP 4.1.

IF THIS WAS THE FINAL VEHICLE CONFIGURATION TESTED, THE VALIDATION
RESULTS CAN NOW BE REPORTED IN FINAL FORM, SUPPLYING THE
INFORMATION LISTED IN FIGURE D-6.4. IF MORE VEHICLE
CONFIGURATIONS REMAIN, GO ON TO THE NEXT ONE AND RETURN TO STEP 2.
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APPENDIX D-A | _
SOME_STATISTICAL CONSIDERATIONS IN MODEL VALIDATION

D-A.1 INTRODUCTION

The validation of rail vehicle dynamic models must be
conducted within a statistical frémework, either explicitly or
implicitly. In order to avoid mathematical complications, the
validation approaéh‘presented in the main body of this report is
based implicitly on the relevant statistical issues without
requiring explicit statistical calculations. Some of the most
important of these statistical issues are described more
thoroughly in this appendix.

The statistical épproach is necessary because of the random
processes and modeling uncertainties which pervade rail vehicle
dynamics. The external forces which act on rail vehicles,
particularly those produced by track variations, have significant
random components. Furthermore, the instrumentation used in the
test program introduces additional noise, ensuring that the test
results are not repeatable in.a deterministic way. The models of
rail vehicle dynamic processes contain significant uncertainties
as well because of the impossibility of precisely representing

all of the physical processes at work on such complicated
systems.

Statistical analysis is a powerful set of techniques for
making explicit statements about how much is known and unknown
(or certain and uncertain) about complicated processes. The
separation of the certain from the uncertain is central to the
concept of model validation. If the uncertainty about a model's

prediction of vehicle performance is too great, the model cannot
be validated.

The three specific statistical issues to be covered in this
Appendix are hypothesis testing, ensuring the statistical
significance of results and evaluating spectral analyses.
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D-A.2 HYPOTHESIS TESTING

Hypothesis testing is basically concerned with evaluating
the probability of drawing the "wrong" conclusion under given
conditions. Because the model does not represent reality
perfectly, the outputs it produces will differ from those
experienced in practice. The values of an output measure
produced by a model under a large number of different conditions
form a probability distribution, while the outputs experiencéd in
practice form another distribution. The hypothesis to be tested
is that the model represents the performance observed in
practice. Typical applications of hypothesis tests are based on
comparisons of Gaussian distributions of the output measures, and
involve consideration of two different types of potential errors:

Type 1: Rejecting the hypothesis when it is true

(finding the model invalid when it i
actually valid) '

Type 2: | Accepting the hypothesis when it is false
(considering the model to be validated when
it should not be).
The confidence coefficient x, (the probability of not
making either type of error) can be specified and used to derive

a confidence interval, which is the range of values of the output

measure for which one can assume the hypothesis to be correct
100x% of the time.

The concepts of the hypothesis test and confidence interval
can be used to determine whether the available test results will
be usable to validate the model to within the tolerances.
specified in the validation criterion. Indeed, the validation
criterion can even be defined explicitly as a hypothesis test (it
is an implicit hypothesis test in the procedure outlined in the
main body of this report). The choice of which confidence
interval to use in the validation criterion (75% or 90% or 95%,
for example) depends on what portion of the time the model must
be able to correétly predict vehicle responses in order to serve
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its intended purpose. The one note of caution which must be
observed is that the hypothesis test must be based on an assumed
distribution of results, but if the results actually fit a
significantly different distribution, the hypothesis test could
be very misleading.

D-A.3 ENSURING STATISTICAL SIGNIFICANCE

The random, non-deterministic aspects of rail vehicle
dynamic performance make it impossible for one test of limited
duration to fully represent that performance. Increasing the
length and number of the test runs provides more information
about vehicle performance, and reduces the uncertainty about how
well the test results represent the vehicle's true performance.
Statistical analysis quantifies this reduction of uncertainty for
estimates of single-valued performance measures such as the mean
or rms, as well as for the multiple-valued measures such as
frequency responses and spectra. '

The random processes are assumed to have a Gaussian (normal)
distribution, so that they are fully described by their mean
value and standard deviation (or variance). These statistics
were defined in Table D-3.5. For discussions of statistical
significance, it is also necessary to consider the sample size,
n, which is the number of independent samples used to calculate
the statistic. The effect of the sample size on the confidence
intervals is shown in standard statistics texts as:

o7
x - W i< X "o/l for the mean value
_ _
| 2 S 2 | .
and. . (n-1)s. 2 (n-1)s for the variance,
S e« I
*n-1; a/2 *n-1; 1-0/2
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where X is the sample mean value of x

Hy is the actual mean value of X
Oy is the actual standard deviation of x
o is the level of statistical significance chosen

for the test

ZOL/2 is the standardized Gaussian distribution value
for the level of significance a/2 (that is, the
value of the abscissa on the standardized
Gaussian distribution at which the cumulative

" probability reaches o/2).

S« is the sample standard deviation of x

2 . . 2

X, is the 100a percentage point on the X
H

(chi-square) probability distribution with n
degrees of freedom (n independent Gaussian

random variables).
. : ) .
The values for ZOL/2 and Xn-1: a/2 2Te obtained from

standard tables or computer programs and the value of a is
chosen as appropriate for the model validation being considered.

The expression for the confidence interval on the mean value
shows that as the number of sampies increases, the sample mean
becomes an increasingly accurate estimate of the actual mean
value. In order to reduce the confidence interval in half ( or
double the confidence in the sample mean value), it is necessary
to take four times as many samples. The corresponding expression
for the variance indicates that the width of the confidence
interval is almost proportional to the number of samples (for
more than a very few samples).

Similar expressions can be'derived for thevconfidence limits
of other statistics, but these become more complicated than the
mean and variance calculations. For the multiple-valued
statistics, the confidence intervals are derived separately for
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each individual value, using the mean and variance expressions
already presented, and suitably modified values of n.

Following the results derived in Reference 1, for
correlation functions:

var (R (x)1%% s7 RE (£)de

where T 1is the time interval covered by the data

Ry (1) is the actual stationary autocorrelation function
of x for a lag time t '

~

Ry (T) is the sample autocorrelation function value.

g is the integration variable,

For spectral density functions:

o Gy ()
Var [Gx(f)]‘ E;T__—_
where 'Be is the bandwidth of the filter, centered at f,
: which is used to measure the power spectrum (Be
= 1/T for spectrum computed using FFT)
G, (f) is the actual one-sided power spectral density
function of x at frequency £
G, (f) is the sample spectral density value.

For estimates computed using the FFT, the (1-a) confidence
interval for the spectral density function G(f) is defined as:

|:nG(f) < op < 20 } where
Xn; a/2 Xn; l-q/Z n o= ZBe?
and the other previous définitions of the variables still apply.

For coherence functions:

[tanh® {w(f) - (n-2)71 - o, 2,0 < ¥, () <
tanh? {w(f) - (n-2)71 + O Za/Z} ]

is the (1-a) confidence interval where
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n = ZBeT
w(f) = tanh™! ny(f) is a convenient transformation

of the sample coherence function ny(f)

ny(f) is the actual coherence function of x and y at

frequency f

for frequency response functions:

A

~ ~ G
] 2 _2_ | -y 2 y(f)
IH(E) - H (£)]°2 = F) pezsa (1 =7y (£)] 5 )
X
where n = 2B.T is the number of degrees of freedom of

each spectral estimate-

H(f) and H(f) are the sampled and actual frequency
response functions respectively

F, n-z;a is the 1000 percentage point of an F
’ ?
distribution with n1=2 and n,= n-2
degrees of freedom

y and x are the output and input variables
respectively

D-A.4 EVALUATING SPECTRAL ANALYSES

Some of the considerations which affect the use of spectral
response data (record length, filtering and smoothing) were
already covered in Section D-3.3 of the main body of this
report. Even after the noise-related problems treated in that
section have been handled, it is still necessary to be very
careful about comparing measured and model-predicted spectral
densities. The appearance of rail vehicle response spectra are
dominated by the zeros produced by the cancellation of track
inputs associated with the combination of fixed axle and truck
spacings and constant train speed. These zeros can make the
simulation and test output spectra look surprisingly similar at
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first glance even though the peaks in the spectra, which contain
the majority of the information about vehicle dynamics, may
differ by an order of magnitude or more. The problem is made
even worse by the logarithmic ordinate scale used for plotting
spectra, although that can be compensated for by careful
examination of the differences in the amplitudes of the peaks in
the simulated and experimental spectra. It is also advisable to
run the validation tests at several speeds so that the zeros are
shifted to different frequencies, permitting responses which
would otherwise be obscured to become observable. This issue is
covered more thoroughly in Chapter D-5, on the design of the test
program.

Although output spectra‘are most commonly used for
validating frequency domain models, there is considerable merit
to the use of cross spectra, whether they be input/output or
output 1/output 2. The output 1/output 2 cross spectra can be
particularly helpful in reducing the need to rely on very
accurate and simultaneous measurement of the inputs to the tested
vehicle, although each output/output cross spectrum can only be
used to validate portions of the model, rather than the entire
model. The input/output spectral comparisons benefit greatly
from simultaneous input and output measurements. If the track
‘input information is only available from prior (or post-test)
measurements, the loss of phase information can be significant,

especially on flexible track.
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APPENDIX D-B
GLOSSARY OF TERMS

aliasing - If test data are sampled at time intervals which are
too long, aliasing produces confusion between the low- and

high-frequency behavior. 1In particular, high-frequency
responses may appear to be occurring at lower frequencies

unless the data are properly filtered before sampling.

analytical model - An analytical model is an approximate
representatlon of reality (such as the performance of a rail
vehicle) using mathematical equations.

- analytical techniques - Analytical techniques are the mathematical
processes used to calculate the answers in analytical models.

bandwidth - Bandwidth is the range of frequencies within which a
system responds as intended. As applied to a filter, it
corresponds to the frequencies which can pass through
without excessive losses. When applied to transducers, the

bandwidth is the range of frequencies which are detected
satisfactorily.

data window or window function - In order to perform frequency
domain analyses on time-domain data, it is first necessary
to smooth out the start and end of the data to avoid
distorting the results. The data window is the mathematical
function used to perform this smoothing operation.

describing functions - Describing functions are quasi-linear
functions which describe approximately the transfer
characteristics of a nonlinearity for an input of an assumed
form (Gaussian random, sinusoidal and/or bias).

dynamic range - Dynamic range of a system is the -range of
amplitudes which can be handled satisfactorily. As applied
to an instrumentation system, it extends from the minimum
signal level which can be readily distinguished from the
noise to the maximum signal level which can be recelved
without saturation or distortion.

dynamic regime - A dynamic regime is a set of input conditions
for which .the trend of system performance remains
characteristically the same, even though the quantitative
measures of performance may change in value.
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eigenanalyses - An eigenanalysis of a-linear system model reduces
the model to its characteristic eigenvalues and
eigenvectors. These describe the characteristic
frequencies, damping ratios and phase relationships of all
the elements of the model, providing a complete description
of the model's dynamics in a standardized form.

factorial experiment - (or fractional factorial experiment)
factorial experiment on a system in which several different
variables can be changed includes test cases for all
possible combinations of the values of all the variables.
This requires many test cases {(for three variables, each of
which could take on four different values, it would be
43 cases), but makes it possible to identify the effects
of all the interactions among the variables. A fractional
factorial experiment eliminates some of these test cases,
with a corresponding reduction in the ability to identify
some of the interactions.

frequency domain - The frequency domain is a mathematical way of
describing a model or test data, which is derived using a
well-defined transformation from the time domain for linear
systems. The frequency domain approach permits compact
descriptions of system performance with relatively modest
computational requirements. It is particularly appropriate
for evaluations of the vibration environment and ride
quality, as well as for hunting analyses.

hysteresis - Hysteresis is a multivalued nonlinearity which can
be produced by backlash, deadbands or dry friction in
mechanical systems. The multivalued nature of hysteresis
makes it difficult to analyze, because for any value of
input, the output could have many different values. A
hysteresis nonlinearity is said to have "memory' because the
output value which is actually produced depends on the
history of what has already occurred.

jump resonance - Jump resonance is a nonlinear type of system
‘response which appears as a multiple-value frequency
response characteristic. This means that the amplitude
ratio and phase angle characteristics can experience abrupt
changes with respect to frequency, and these changes will
occur at frequencies which depend on the history of the test
and on whether the frequency is being increased or decreased.

leakage - Leakage is the distortion of data which occurs when a
proper data window is not used in signal processing.
Leakage is manifested as a spreading of the main lobe of the
frequency spectrum and the addition of spurious side lobes.
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limit cycle - A 11m1t cycle is a periodic oscillation of fixed
frequency and amplitude which can only exist in a nonlinear
system. The frequency and amplitude of the limit cycle do
not depend on initial conditions or external inputs,.
although these factors may determine whether the limit cycle
is excited. The limit cycle oscillation is self-sustained
and distinct from a linear system's resonant response.

natural frequency - The natural frequency is the frequency of
“input disturbance which causes a system to respond with the
maximum amplitude. If the system has very little damplng,
this maximum amplitude can become very large.

performance issue - A performance issue (or dynamic process) is
an aspect of rail vehicle dynamic response which can be
modeled independently of other aspects of vehicle.
responses. The different performance issues are described
by different sets of equations, and typically it is not
efficient to try to combine more than two performance issues
in one model.

performance regime - see "dynamic regime"

piecewise linear - A line or curve is piecewise linear if it is
comprised of a series of straight lines connected together.
The application in rail vehicle model validation is to
perturbed track design, for which the consecutive track
segments may be straight, but they may be connected to each
other at an angle (a p1ecew1se linear track profile or
alignment).

quasi-linear analysis - Linear analysis methods are much simpler
and less costly than nonlinear analysis methods. An
efficient way of analyzing the performance of nonlinear
systems is quasi-linear analysis, which permits the use of
some judicious linearization. The most popular form of
quasi-linear analysis for rail vehicles is the application
of describing functions to frequency-domain models.

resonance - A lightly damped system experiences resonance when it
1s subjected to input disturbances which contain some energy
at the system's natural frequency. The resonance appears as
a sinusoidal response at the natural frequency, with an
amplitude that tends toward infinity as the system's damping
approaches zero.
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rms - rms stands for root mean square, which is also the square

~  root of the mean-square. This concept is used in frequency
domain analysis of random data as a measure of the overall
level of a system's input or response. The mean square can
be defined as the integral of the spectral density (or
spectrum), represented as the area under the spectral
density curve, including responses over the entire range of
frequency. It is also the average of the squared values of
the time history samples.

spectrum (or spectral density) - The spectrum is a description of
the general frequency composition of a signal or signals
(measured inputs and/or outputs). The autospectrum or power
spectrum represents the mean square value of the signal as a
function of frequency, providing a graphic description of
the relative strength of the signal over a range of
‘frequencies. The cross-spectrum of a pair of signals (one
input and one output or two different outputs) shows the
magnitude of their product and their phase angle as a
function of frequency.

stationary statistics - A random process is stationary (or has
stationary statistics) when its statistical description does
not change with time (mean, mean square, autocorrelation,
and possibly higher moments as well).

steady-state model - A steady-state model determines an
equilibrium value of a system's response rather than the
dynamics of its response. Its output is typically a
constant value or values, rather than time-varying values.

system identification - System identification is a technology or
set of techniques for determining a mathematical model of a
dynamic system from measurements of its reponse to inputs.
These techniques are applied to test design, model structure
determination, estimation of parameter values, and model
validation. ‘

time-domain simulation - Time-domain simulation is one of the
principal analytical techniques used in rail vehicle
dynamics models. It involves the numerical integration, in
successive time steps, of the differential equations which
describe the dynamics of a system (such as a rail vehicle).
The time-domain simulation, therefore, produces as output a
sampled time history of the model's response.

transfer function - A transfer function is a mathematical
expression used to describe the input/output relationships
of linear time-invariant systems. The transfer function is
defined to be the ratio of the Laplace transform of the
output (response function) to the Laplace transform of the
input (driving function), assuming initial conditions are
zero. An individual transfer function describes - the
frequency domain response of one output with respect to one
input. Extensions to additional outputs and inputs require
additional transfer functions, so that a linear system with
m inputs and n outputs would be described by a matrix of
mxn transfer functions.
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APPENDIX D-C
MODEL VALIDATION EXAMPLE

In this appéﬁdix,.the model validation guidelines and
procedures are applied to an artificial example to provide a
further illustration of how rail vehicle dynamicé models can be
validated. This example applies to the design of a
special-purpose freight éar for carrying vibration- sensitive
cargo. The design process for such a car would require
consideration of all of thé performance issues, but here we
consider only the validation of a model for evaluating pitch and

bounce response.

D-C.1 MODEL DEFINITION

The validation to be considered is of the 6-degree-of-
freedom linear model of freight car pitch and bounce shown in
Figure D-C.1, for use in the preliminary evaluation of the car
design concept. The analytical technique used to solve the model
equations is a linear frequency domain spectral analysis. No
nonlinearities are contained in this model. The model degrees of
freedom are carbddy pitch and bounce and the pitch and bounce of
the two trucks. This information completes the model definition.

D-C.2 MODEL PURPOSE .

The model is to be used for preliminary tonteptual design of
the railcar, in particular to determine whether a car which uses
conventional freight trucks equippéd with standard spring groups
is likely to be able to provide the needed vibration isolation in
pitch and bounce. For this purpose, the outputs will be used to
establish performance trends in a general sense, but will not be
used to quantify-performance absolutely. The model will need to
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Figure D-C.1 Linear Six-Degree-of-Freedom Model of the Freight
Car Vertical Dynamics (Source: Fallon, et al.)
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be useful for the entire range of speeds encountered by freight
cars (0-80 mph), and for track geometries encountered in all six
classes of track. In particular, since this example concerns
pitch and bounce response, the track profile and surface
roughness inputs will be the ones of interest. At the level of
detail considered here, the external parameters need not be
considered. The vehicle characteristics which the.model should
be able to represent should include the fange.of masses,
stiffnesses and dimensions being considered for the

special-purpose boxcar design.

D-C.3 VALIDATION CRITERION

Now that the model purpose has been defined, it is necessary
to specify the validation criterion which is most suitable for
this model structure and purpose. This criterion incorporates
all of the information needed to evaluate the validity of the
model for the stated purpose - the response variables, their
statistics and tolerances and the way they must be considered
together (mathematical form). The dynamic response variables
should be the body vertical and pitch accelerations (primary) and
the secondary (carbody) suspension deflections (intermediate).
These suspension deflections are important to the validation |
because of the model purpose of evaluéting alternative suspension
concepts. On.the other hand, the natural frequencies and damping
ratios are not included because these are not explicit outputs of
the model, which is solved using spectral analysis methods.

Because the model is to be used to check on the vibration
isolation ability of a railcar, it is important that it be able
to represent the response spectra, and not just the total rms
responses, of the chosen variables. In the validation
procedures, this can -be handled in either of two ways: (1)

" comparing the test outputs with the outputs of ‘the model when it
is driven by the inputs measured in the test, or (2) comparing
the analytical frequency response functions of the model with the
transfer functions derived empirically from the test data. The
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latter procedure is preferable if the input and output data can
be synchronized well enough to produce frequency responses from
the cross-spectral densities of outputs with inputs. However,
the former procedure is simpler to apply and leaves fewer
opportunities for errors.

The comparisons of the frequency responses or response
spectra should be based on several different statistics.
Restricting the discussion to the response spectra, these should-
be compared using the following measures: fit error and rms
value error in the range from 0.1 to 10.0 Hz and errors in the
frequencies and amplitudes of the principal peaks. Based on the
anticipated use of the model for preliminary conceptual design,
the following tolerances are suggested for these measures:

rms value error: +20% absolute, +10% trend
fit error: - 25% of mean-square value

discrepancies in frequencies
of spectral peaks: +10%

discrepancies in amplitudes of

spectral peaks: +30%

The rms values of acceleration are good indicators of the
amount of vibrational energy being transmitted to the vehicle's
lading, so these should be represented fairly accurately by the
model (+20% being as good as one could reasonably expect from a
simple model). More important than absolute rms accuracy is the
accurate replication of the performance trends between different
cases, leading to the tighter tolerance on the trend. The rms
results could be matched very closely without necessarily having
good agreement in the shapes of the response spectra. The fit
error measures the agreement in the shapes of the spectra across
all the frequencies, and is more difficult to reduce than the rms
error. This is because it is a mean-square error (so positive
and negative errors do not cancel each other), and it is
sensitive to the "valleys'" as well as '"peaks" in the spectrunm,
even though those may not be very significant in terms of the
overall model purpose. These considerations taken together lead
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to the choice of a fit error tolerance of 25% of the mean-square
value.

In addition to these overall measures of model performance,
it is important to match the individual response peaks in the
model predictions and test results. The frequencies of these
peaks should be relatiVely easy to match, and discrepancies .in .
these would seem to indicate substantial errors in the modeled
mass or spring characteristics. On the other hénd, the
amplitudes of the peaks in the spectrum are among the most
difficult measures to match, particularly with a simple‘linear
model. Based on these considerations, the tolerances of +10% on
frequency and +30% on peak amplitude were chosen. In this
example, the same tolerances have been applied to all of the
~responses, but that is not a necessary restriction.

The mathematical form of the validation cfiterion chosen for
this example is the simplest of the four which were shown in
Table 3.8, which is #4 (no tolerance exceedance). That-fdrm,
requires that each of the tolerances be satisfied separately, and
does not permit poor performance in some to be compensated for by
good performance in others. Although this is in a sense the
"strictest" of the four forms, it is alsd most suited to a simple
validation with only a few dynamic response variables Being‘
used. The validation thus requires good agreement between model
and test in both the body accelerations and the secondary
suspension deflections. ' 4

D-C.4 REVIEW AND SUMMARY OF EXISTING TEST DATA

Because limited resources are available and a vehicle of the
proposed desigh has not yet been conétructed, only existing test
data can be used for this validation. The procedures -of Section
D-4 are therefore chosen over those of Section D-5. This begins
with the review and summary of the test data, listing the data
items described in Tabie.D—4.1 and answering the questions which
were listed in Table D-4.2. These are shown in Tables D-C.1 and
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Table D-C.1
Summary of Existing Test Data

TEST CCMPITICNS:

PURPCSE CF CRIGIMAL TEST

ENVIPONMENTAL CCONDITIONS:

TEMPERATURE AMD HUMIDiTY
PRECIPITATICN
WIND SPEED AND DIRECTICM

CPEPATING CCNDITICNS:

TRACK CHARACTEPISTICS - WHICH WERE MEASURED

SPEED
ACCELERATICN OR BRAKING

VEHICLE LOADING

AND WHEN?

VEHICLE CHARACTERISTICS - WHICH ARE KNCWN?

TANGENT CR CURVE
GRADE AND SUPEPELEVATION (IF ANY)

VERTICAL AND LATERAL MODULUS (STATIC

AND DYNAMIC)

GECMETRY (PRCFILE, GAUGE, ALIGNMENT

CRCSSLEVEL)
RCUGHNESS
CPCSS-SECTICNS CF RPAIL HEAD
REVEMUE SERVICE AND MAINTENANCE
HISTCPIES

GECMETRY (DIMENSIONS)
MASS PRCPERTIES
SPRING AND DAMPING CHARACTERISTICS

PETAILS OF NCMLINEAR CHARACTERISTICS

WHEEL PRCFILES

Ride quality test of refrigerated
Poxcar.

Unknown.

0-6C mph in 2C-mph increments.
None.
FuTTly loaded and empty.

Tangent.
one.

Not measured.

Spectra measured before test.

Mot measured.

Unknown.

Known.

Known.

Springs known, not damping.
Not specified. _

REVENUE SERVICE HISTORY (TYPE AND LADING) ) Unknown.

MAINTENANCE HISTORY

DYMAMIC RESPCNSE MEASUREMENTS

WHICH WERE MEASURED?

wa APE THEY SYNCHRCNIZED WITH
TRACK DATA?
ARPE ANY CHANMELS MISSING?

HOW "GCCD" ARE THEY?

- BANDWIDTH (FILTERING)
DYNAMIC RANGE
MOISE LEVELS
ACCURACY
KMCWN ERPCPS
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Body end accelerations, bolster/
side frame displacements.

Not synchronized.
One accelerometer channel lost on
one test.

0-100 Hz.
30 dB.

Unspecified.

Unknown.

Zero points not ca11brated for
displacements (Fias).




D-C.2. The important items here include the speed range, which
was only tested up to 60 mph and the lack of synchronization
between the track and vehicle measurements, which means that the
cross-spectral density method of deriving the frequency response
of the vehicle cannot be used althoﬁgh the auto-spectrél density
method can still be used. Also, the vehicle damping
characteristics and instrumentation noise and accuracy
information were not available. Most of the other unknown
information is not particularly important for tHis model
validation.

The restricted speed range of the tests will make it
difficult to. validate the model for speeds up to 80 mph, since
there are no test data available for speeds above 60 mph and no
way of telling whether those speeds include a transition to a
different performance regime (such as hunting). Only empty and
fully 1oaded vehicles were tested, but none with different spring
groups or snubbers. However, the differences in these components
should be straightforward enough that the validation could still
be performed for preliminary design evaluations without further
separate test cases. :

D-C.5 RECONSTRUCTION OF MISSING DATA

Some reconstruction of data will be needed. - For example,
the vertical accelerations at the ends of the carbody need to be
summed and differenced to derive the body‘vértical and.pitch
accelerations. Likewise, the bolster/side frame displacements
will have to be assumed equivalent to the secondary suspénsion
deflections, not allowing for any éenterplate lift-off. The
accelerometer channel which was lost on one test cannot be .
reconstructed from the remaining data. However, the remaining
channels for that test can be compared with the corresponding
channels in the tests at lower and higher speeds to ensure that
the trends remain as expected and that the other variables are
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(1)

(2)

(2)

(€)

(7)

(e)

Table D-C.2

Initial Screening of Existing Test Data

WEPE THE TEST CCNDITICNS CCMPARABLE TC THE CONDITIONS

THE MCDEL WILL BE USED TC EVALUATE?

SIMILAR SPEED RANGE
SIMILAR TYPE CF TRACK
(TANGENT VS. CURVE)

WAS THE TEST VEHICLE BASICALLY SIMIL.Q TC THE
VEHICLE BEING MCDELED?

LOCCMCTIVE CR FREIGHT CP PASSENGEP CAR

TRUCK DESIGN AND LOCATION (TRUCK
CENTER SPACING)

MASS AND MASS DISTRIBUTICN

WERE ENCUGH DIFFERENT VEHICLE CONFIGURATICNS
TESTED TC SHOW THE EFFECTS CF DESIGN
CHANGES?

WAS THE DYNAMIC PRCCESS WHICH HAS BEEN MCDELED

OBSERVED IN THE TEST?

ARE TRACK GECMETRY DATA AVAILABLE FCP THE TEST

TRACK SECTION IN A FORM WHICH CAN BE
SYNCHRCNIZED WITH THE VEHICLE DYNAMIC
RESPCNSE DATA?

ARE ALL THE RESPCNSE VAPIABLES WHICH APPEAR IN

THE VALIDATION CRITERION AVAILABLE IN THE
TEST DATA?

IF NCT, CAM THEY BE RECONSTPUCTED FRCM THE
TEST DATA?

ARE THE TEST DATA ACCURATE ENCUGH TC FIT
CCMFOPTABLY WITHIN THE TCLERANCES IN THE
VALIDATICN CRITERION?

WERE THE VEHICLE PARAMETERS WHICH APPEAR IN
THE MCDEL PECCRDED AT THE TIME CF THE TEST?

IF MCT, ARE THEY AVAILABLE FRCM CTHER
RELIABLE SCURCES?
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~found to agree for the model and test results. In particular,
for this case, the model prediction of the vertical acceleration
of the body end for which the measurement is available can be
compared with that measured result. The bias on the suspension
displacement measurement (failure to calibrate zero point) can be
removed easily by subtracting the steady-state value prior to the
start of the test run from the values measured during the run.

.D-C.6 SENSITIVITY'TESTING.FOR UNCERTAINTIES

The uncertaih values from this test program which could
affect the model validation are the primary and secondary
suspension damping. It is necessary to make estimates of these
values to use in the model, since they were not measured
directly. Based on results which have been reported from prior
.test programs, the fange of primary suspension damping can be
assumed to be from 0.05 to 0.1 and secondary suspension damping
from 0.2 to 0.5 for evaluating sensitivity. Pilot runs of the
model for several well-chosen combinations of damping values can
reveal the sensitivity of the results to the damping estimates.
For example, four model runs can illustrate all combinations of
the minimum and maximum damping values. The extremes of these
four cases (both low values and both high values) are illustrated
in a sample model output spectrum plot in Figure D-C.2. The
differences between the two sets of results are small enoupgh to
fit within all of the validation criteria except for the
difference in the maximum amplitudes of the lower frequency
peaks.

The comparison for worst-case changes on both parameters is
unnecessarily rigorous. A more realistic sensitivity test is to
use the 'best guess'" value of one parameter while varying the
other over its complete range, and then to switch the two
parameters and repeat the test. Under those conditions, the
extreme cases remain within the tolerance bands and the model is
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Minimum Damping

Maximum Damping
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1.0 ' 10.0
Frequency (Hz)

Figure D-C.2 Sensitivity Test for Suspension Damping
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shown to be sufficiently insensitive to the uncertainties in
damping values for the validation to proceed.

D-C.7 PILOT RUNS OF MODEL

-In order to generate model output data which are as directly
comparable as possible to the test results data, the model should
now be run for exactly the cases which were tested (as exactly as
can be determined). For these runs, the measured or documented
vehicle parameters are used, plus the best-guess values of the
uncertain damping parameters. The inputs to these model runs are
the track profile spectra which were measured before the vehicle
test program and the outputs are the model's predictions -of the
response spectra.

These pilot runs represent six separate executions of the
model for the six test conditions:

Speed Loading
20 mph , - Empty

40 mph Empty
60 mph Empty
20 mph Fully Loaded
40 mph Fully Loaded
60 mph Fully Loaded

Before the model output predictions and vehicle test results
can be compared, they must be placed in the same form (spectra of
response variables). Because the model is based on a linear
frequency domain analytical techniques, it calculates this
directly from the input spectrum. (The input spectrum had to be
calculated from the track geometry space curve data measured
prior to the vehicle test.) The time history data recorded in
the vehicle test (as well as the track geometry measurements)
must be converted to the frequency domain using a Fast Fourier
Transform computer program or a spectrum analyzer. In order for
this conversion to produce spectra which can be compared directly
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with the model-predicted spectra, several data conditioning
processes must be carried out.

The test data were recorded digitally (sampled) at 100 Hz,
although the model validation need only be concerned with -
responses between 0.1 and 10 Hz. The test instrumentation was
not documented thoroughly enough to tell whether the measurements
were properly filtered before sampling. It is therefore possible
that the available data are aliased (confounded with some higher
frequency noise and responses). The data should first be
filtered with a cutoff frequency of 10 Hz, and then sampled at 25
Hz before proceeding further. In order to be able to observe
responses at frequencies as low as 0.1 Hz, it is necessary to
have a data samplé of at least 10s duration, while the available
test results cover runs of at least 5 minutes duration (300s).
The FFT processing is most efficient when it uses data records
containing 20 samples, where n 1is an integer (e.g., 512 or
1024 or 2048 samples). The 7500 samples available in the
shortest test run are divided into seven separate records of
length 1024 samples (about 41 seconds each). Each of these is
converted by the FFT to a sample spectrum, and the seven sample
spectra are then averaged together to produce a smoother
composite spectrum which can be more readily used for the
comparison between test and model results.

This processing is performed for each dynamic response
variable needed in the validation criterion, for each of the test
cases. When a response variable is derived by combining more
than one instrumentation channel (such as the body vertical and
pitch accelerations), the time history data should be combined
before performing the Fourier transform, not after. At the
completion of this step, there is an average response spectrum
computed for each of the three response variables (body yaw and
pitch acceleration and one secondary suspension deflection), for
each of the six operating conditions, for both model and test
outputs, making a total of 36 spectra.
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D-C.8 COMPARING MODEL PREDICTIONS AND TEST RESULTS

The comparison of model predictions and test results begins
with the fully loaded vehicle, which is likely to show more
nearly linear responses, and proceeds from the low-speed test
cases to the higher speed cases with their larger amplitude
responses. ’

Figure D-C.3 is an example of the comparison of carbody
bounce acceleration spectra for the first test condition. The
most immediately visible features are the abrupt dips in the
model predictions. These are produced by the mathematical
filtering effect associated with the axle and truck center
spacings in the model, and must be disregarded when comparing the
model and test results. The model predicts peak responses which
are lower and slightly more damped than the test results,
although only the magnitude of the first peak shows a large
enough error to risk violating the validation criterion. The rms
predictions are very close, as are the frequencies of the peaks.
The fit error can only be computed meaningfully if the spurious
abrupt dips are '"filled in" first, and when that is done the fit
error is well within the allowable tolerance.

The remaining dynamic response variables show similarly good
agreement between model and test for this case, so the validation
can be considered successful for this case. '

The comparison between the 40 mph results is not
substantially different from that at 20 mph, and is not
illustrﬁted here. Proceeding to the 60 mph fully loaded case,
two sample comparisons of spectra are shown in Figures D-C.4(a)
and (b). Figure D-C.4(a) shows accelerations substantially
higher than at the lower speed, and the dips in the
model-predicted spectra have moved to higher frequencies,
corresponding to the higher speed. Here, the model-predicted
acceleration spectrum peaks are somewhat higher than the measured
peaks, but still close enough to remain within the tolerances.
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Carbddy Bounce Acceleration Spectral Density

Test Results
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Figure D-C.3 Comparison of Model Predictions and Test Results
For Fully Loaded Car at 20 mph
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. Carbody Bounce Acceleration Spectral Density

Test
Results
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Figure D-C.4(a)
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Comparison of Model Predictions and Test Results

For Fully Loaded Car at 60 mph
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N3 Test Results

~
Model ’////’f;h”<>::<:>

Predictions

Suspension Displacement Spectral Density

0.1 1.0 10.
Frequency (Hz)

Figure D-C.4(b) Comparison of Model Predictions and Test Results
: For Fully Loaded Car at 60 mph

D-140



Figure D-C.4(b) shows the suspension displacement spectra for
this case, in which the modeled peaks are noticeably higher than
the test results indicated. Although the validation criterion
has not been violated, there is a noticeable trend for the model
damping to decrease relative to the observed damping as the speed
and overall response amplitude increase. This could be
attributed to the linearization of the dry friction in the
suspension, which would imply that at even higher speeds and
amplitudes the disagreement in damping estimates would increase.
If the model is to be applied for speeds in the 60 to 80 mph
range, it will be necessary to increase the damping parameter
value to remain within the required tolerances.

A modest increase in the secondary Suspension damping (10%)
was inserted into the model and the model was re-run, producing
better agreement with the test results at 60 mph. When the 20
mph case was re-run with this damping increase, the discrepancy
between the model and test amplitudes of the first peak in the
spectrum increased to the maximum allowable in the validation
criterion.  This means that the damping cannot be increased any
further without endangering the validation for the lower speeds.
These results mean that the linear model cannot be validated to
the level of accuracy defined in the validation criterion for the
entire speed range from 0 to 80 mph. Either the tolerances must
be relaxed or a nonlinear representation of the suspension dry
friction must be used if the model is to satisfy the criterion
over the entire speed range for the fully loaded vehicle. The
approach followed in this example is to limit the speed range to
‘0 to 60 mph rather ‘than changing the model or criterion.

The model with the increased damping is now compared agalnst
the test results for the second set of conditions, the empty )
car. If the model is to be usable for more than one specific
type of car and loading condition, it must be able to represent
changes in vehicle characteristics with modifications only to the
physical parameter which is different (in this case, the carbody
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mass and inertia). The comparison of body bounce acceleration
spectra for the empty car at 20 mph is shown in Figure D-C.5.

_ The important differences between model predictions and test
results in Figure D-C.5 are the offsets in the frequencies of the
peaks and the significantly higher accelerations at the higher
frequencies in the tests. The peaks are of higher frequency and
"amplitude than for the fully loaded vehicle, as one would
expect. With the smaller vehicle mass used here, the break-away
force level of stick-slip friction in the suspension appears‘more
significant than in the earlier cases, and the performance is
more strongly nonlinear. The friction acts as an effective
spring until break-away, increasing the natural frequencies above
those predicted by the purely linear model. This probably
accouhts for the discrepancies in the frequencies of the peaks,
which are as large as can be permitted under the validation
criterion. These discrepancies and the differences in
high-frequency response also make the fit error statistic
difficult to maintain within the tolerance band. The model fails
to represent the higher frequency accelerations accurately
becauée_of the nonlinear stick-slip phenomenon which it does not
include. A

Although the model predictions for 20 mph in Figure D-C.5
are barely able to satisfy two of the tolerances in the -
validation criterion (peak frequencies and fit error), when the
speeds are increased to 40 mph and 60 mph the validation
criterion is no-longer satisfied. A model structure change is
needed to enable the model to represent all the cases which were
tested. The addition of .nonlinear friction could greatly improve
the model's agreement with the test results, but would .introduce
major complications, including a change in analytical technique
to the significantly more complicated quasi-linear frequency
domain technique. A simpler way of trying-to make the model
represent the effects produced by the dry friction is to make the
suspension spring stiffness in the model a function of the céf's
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Carbody Bounce Acceleration Spectral Density
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Figure D-C.5 Comparison of Model Predictions and Test Results
For Empty Car at 60 mph
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loading as well as the actual stiffness of the springs. The size
of this correction can be estimated from the offset in the
frequencies of the peaks in Figure D-C.5, which are about 10%
higher in the tests than the model predictions. To increase the
model's predicted natural frequencies by 10%, the effective
spring constants must be increased by 21% for the empty car
relative to the fully loaded car. For use over the entire range
of car loadings, these spring constraints should therefore be
defined as

mf - m
ke = k(1 + 0.21 = )
f 0
where
” is equivalent spring constant
is actual spring constant
me is mass of fully loaded carbody in validation test
m, is mass of empty carbody in validation test

is mass of carbody being modeled

It is essential to recognize the serious limitations which
this adjustment to the spring constant introduces. The model can
only be validated for a car which has a body mass and capacity
comparable to that of the test car, as well as the same
suspension friction characteristics. The model can therefore not
be used to investigate the effects of different types of
suspension damping, such as the replacement of friction snubbers
with hydraulic dampers. This may make the model less than
ideally useful for its intended purpose of evaluating the
vibration isolation characteristics of different suspension
design concepts.

The model with the adjusted spring constants is now re-run
for the empty car at 20 mph, producing the results shown in
Figure D-C.6. Figure D-C.6 illustrates the shift of the model
predicted peaks to higher frequencies, providing a much closer
match to the peaks in the test results and thereby significantly
improving the fit error. The under-prediction of higher
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Figure D-C.6 Comparison of Adjusted Model Predictions and Test
' Results For Empty Car at 20 mph
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frequency response is only partially alleviated by this change.
The results for the 60 mph test and model prediction are larger
in amplitude, but illustrate a slightly lower degree of
correspondence between model and test.

Although all of the test cases have gone through the process
of comparison with model predictions, the model has been adjusted
twice since the first comparison. It is thus necessary to go
back and re-do the comparisons using the final adjusted version
of the model. For this example, that process is simplified
because the second adjustment (making the effective spring
constant a function of body mass) was designed not to change the
model for the fully loaded case. The first adjustment (10%
increase in secondary suspension damping) was re-checked for the
earlier case at the time it was suggested, so that it is not
necessary to re-do any of the comparisons here. However, in most
validations, which are more complicated than this, it is
necessary to go back through all of the tests cases at the end
with the final adjusted version of the model.

D-C.9 SUMMARIZE RESULTS OF MODEL VALIDATION

The results of this example validation are summarized for
any potential users of the model in Figure D-C.7, using the
general format which was defined in Figure D-6.4. Because the
test conditions were not reported as fully as one would prefer
for use in model validations, some of the entries in Figure D-C.7
are not as specific as they should be. The track compliance was
not measured, and must be assumed to be in a '"standard" range
rather than being exceptionally high or low. This is an
unfortunate loss because of its direct influence on the primary
suspension stiffness. Similarly, the track class and surface
conditions were not reported, although the class could, in
theory, be derived from the track geometry measurements. The
model is assumed to apply for the normal range of track classes
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THE MCDEL

NAME (AND DEVELCPERS):
DEGPEES CF FREEDRCM:
PERFCRMANCE ISSUE(S):
LINEAR CP. MONLINEAR:
NONLINEARITIES INCLUCED:
ANALYTICAL TECHNICUE:

VALIDATICN #1

PUPPCSE (ANTICIPATED USE):
VALIDATICN CRITERION:

VEHICLE CHARACTERISTICS

TYPE (FREIGHT, PASSENGER,

LCCCMCTIVE):
CARBCDY TYPES:
WHEEL PROFILES:
TPUCK TYPES:

€
Pitch and bounce

Linear
None

Linear freguency domain

Preliminary evaluation of car design concept
~ VariafTes - Body pitch and Founce acceleration

suspension deflections
Statistics - ms value error + 20% abso]ute
¥ T07 Trend
fit error < 25% of mean scuare value
Trequencies of spectral peaks + 1C%
amplitudes of spectral peaks + 30%
Form - sat1sfy all of tolerances

Freight
Boxcar (including refrigerated)

- Unspecified
tandard 3-piece freight truck

PESTRICTICNS CN CTHER CHARACTERISTICS: Standard day friction ih truck
(LENGTH, HEIGHT, MASS, STIFFNESSES, Carbody empty weight 1/3 of fully
CARGC, TRUCK CENTER SPACING, CENTER Toaded weight

CF GRAVITY, ETC.)
SPEFD RAMGE:

TRPACK CHARACTERISTICS:
TANGENT, SPIPAL-OR
CURVE:

GRADE CR SUPERELEVATION:
SURFACE CCNDITICN:

PERTUPBATIONS IN

ALIGNMENT:
PROFILE:
GAUGE :
CRCSSLEVEL:

0-60 mph

Tangent
None
"Normal"

MAXIMUM AMPLITUCE WAVELENGTHS

Not applicable

Normal cTasses 1-6, at permitted speeds

Not applicable

Not applicable

COMPLIANCE (LATERAL, VERTICAL): "Standard" range - not exceptionally high

or low.

Figure D-C.7 Summary of Results of Sample Validation
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with their allowable geometric deviations, but not for abrupt
isolated perturbations such as those produced by cross-overs or
turnouts.

The test results were available at 20, 40, and 60 mph,
permitting validations within that speed range without
significant qualitative changes in dynamic performance. Because
there are no known changes in performance regime for pitch and
bounce response at speeds below 20 mph, the range of validation
has been extended down to zero. This does not rule out the
possibility of a transition to severe twist-and-roll response at
the lower speeds, since that would be modeled as a separate
performance issue. However, the validation could not be extended
to speeds above 60 mph because of the increasing amplitude of
response and the possibility of encountering further

nonlinearities such as wheel 1ift, centerplate separation or
suspension stops.

This artificial example validation has been kept simple to
illustrate some of the basic issues in the validation process.
The restriction to a linear model has been shown to be quite
severe when trying to represent the performance of a
substantially nonlinear system such as a railroad freight car
over a range of speeds and loading conditions. The need to use
existing test data has also been shown to impose significant
limitations on the level to which a model can be validated.
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' SECTION E
TEST PLAN SUMMARIES

E.1 INTRODUCTION

The Vehicle/Track Interaction Assessment Techniques (IAT) is organized in
the form of assessment procedures. For each of the following three objec-
tives a procedure is developed as described in Section 2 orf Part - I of the
document: ’ '

o The Modified Vehicle Evaluation
o The Vehicle Problem Diagnostic Evaluation; and
o The Prototype Vehicle Evaluation,.

As described in Section 2, the objective can often be achieved by perform-
ing analytical studies without having to conduct a test. However, if a test
is found to be necessary, this section provides information required to deter-
mine the scope of that test. This information is presented in an easy-to-use
format; one table is provided for each combination of the following three Test
Categories: ’

o Proof Test;
o Diagnostic Test; and
0 Service Environment Test;

and the following 10 Performance Issues:-

Hunting;

Twist and Roll;

Pitch and Bounce;

Yaw ‘and Sway;

Steady-state Curving;

Spiral Negotiation;

Dynamie Curving;

Steady Buff and Draft;
Longitudinal Train Action; and
Longitudinal Impact.

000000 0O0O0CO

For each combination, the following test aspects are addressed:
-0 The characteristics of a desirable test site;

o The required control variables (i.e., the conditions under which the
tests should be conducted);

o The required response variables (i.e., the variables to be measured);
o The data handling requirements;

o The elements of the Performance Indices (needed to evaluate vehicle
performance); and

o The safety criteria.

In some cases the speeds listed in these tables exceed the Track Safety
Standards for some performance issues and their associated perturbations. These
inputs are required to assess the dynamic capabilities of the vehicles, and
their sensitivites at conditions near the stated Track Safety Standard limits.,
A waiver from the FRA's Office of Safety will be required for those testing
conditions where the FRA Track Safety Standards may apply and where testing may
exceed them. In all testing situations, safety precautions should be taken in
‘the planning and execution of these tests.

The above information is brief and suitable only to gain an understanding of
the scope of the test program. The user should consult Section 3 in Part I and
Sections F, G, H, K, L, M, and O in Part II while developing the Test Details
Document,
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TEST PLAN SUMMARY

—
- —

PERFORMANCE | SSUE: : . TEST CATEGORY:

HUNTING PROOF

RECOMMENDED TEST SITE:

o Test Track or RDL. :
0 Class of track will be appropriate for the maximum test speed.
0 Test zone requires 3000 ft of unperturbed tangent track for maximum speeds of 115 mph

for freight and 130 mph for passenger cars.

o Add additional lengths for acceleration/deceleration for test speed range. . .
0 Unintentional perturbations in the unperturbed parts should be less than those, for

Class 6 track

CONTROL VARIABLES RESPONSE VARIABLES

NO. VARIABLE RANGE [{NO. VARIABLE
1 | Track Gauge, inches 56.5 0 Body Accelerations at C.G.
2 | Track Class 3-6 L - Sway '
- . Truck Frame Accelerations
31 frack Alignment ° 2
A X Instrumented Truck
Amp1i tude, inches 1/2-2 > > Sway
4 1 Rail Profile New
5 | Test Speed, mph
Freight 30-115
Passenger 30-130
6 | Rail Surface Condition Sanded,*
Dry

*Rail Friction Coefficient of
0.15 to 0.3




TEST PLAN SUMMARY (CONT'D)

"HUNTING PROOF
DATA HANDLING REQUIREMENTS:
ONBOARD| WAYSIDE
NO. OF DATA CHANNELS * 7 None
SAMPLING RATE (Hz) 100 None
QUICK LOOK CHANNELS 4 None
*Includes five channels for speed, ALD, temperature, and such.
PERFORMANCE INDICES (Px); *
* (SEE SUBSECTION 3.2 FOR OBTAINING Px'S FROM ELEMENTS)
NO.| OUTPUT RESPONSE VARIABLE STATISTIC | THRESHOLD
1 Truck Lateral Acceleration Damping (From >0.1
Time Response
2 Carbody Sway Acceleration Damping (From >0.1
Time Response
3 Carbody Sway Acceleration Peak <0.55¢
4 Carbody Sway Acceleration RMS <0.1g
SAFETY CRITERIA:
NO. | SAFETY VARIABLE STATISTIC | THRESHOLD
1 Carbody Sway Acceleration Maxi mum 0.69




TEST PLAN SUMMARY

tam—
——

PERFORMANCE 1S SUE: TEST CATEGORY:

TWIST & ROLL ' PROOF

RECOMMENDED TEST SITE:

Q lest Track or ROL (See Section F for perturbat1on details).

o Class of track will be appropriate for the maximum test speed.

o Test zone requires 240 ft of perturbed tangent track, for maximum speeds of 30 mph for
freight and 35 mph for passenger cars;

o Add additional lengths for acceleration/deceleration for test speed range.

o Unintentional perturbations in the unperturbed parts should be less than those for
Class 6 track.

CONTROL VARIABLES RESPONSE VARIABLES
VARIABLE RANGE JiNO, VARIABLE

Track Class 2 o Body Accelerations at C.G.
Track Crosslevel 1 - RoTl

Amplitude, inches 2 o Bolster Displacement

2 - Rol1

Track Crosslevel

Wavelength, ft 39 3 - Bounce
Vertical Track

Stiffness, kips/in* - > 225
Test Speed, mnh

Freight 10-30

Passenger 10-35

*Tangent Stiffness under
12 ,000# Vertical Load
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TEST PLAN SUMMARY (CONT'D)

i

TWIST & ROLL PROOF
DATA HANDLING REQUIREMENTS:
ONBOARD| WAYSI|DE
NO. OF DATA CHANNELS* 8 None
SAMPLING RATE (Hz) 20 None
QUICK LOOK CHANNELS 3 None
*Includes five channels for speed, ALD, temperature, and such.
PERFORMANCE INDICES (Px):*
* (SEE SUBSECTION 3,2 FOR OBTAINING Px'S FROM ELEMENTS)
NO.i OUTPUT RESPONSE VAR{ABLE STATISTIC | THRESHOLD
1| carbody Roll Angle Peak to Peak <7°
21 Carbody-Bolster Relative Roll Peak to Peak <4°
SAFETY CRITERIA:
NO,] SAFETY VARIABLE STATISTIC { THRESHOLD

Carbody Ro11 Angle

Ma x1mum

3.5°
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TEST PLAN SUMMARY

PERFORMANCE | SSUE: : ’ TEST CATEGORY:

PITCH AND BOUNCE ~__PROOF

RECOMMENDED TEST SITE:

o Test Track or RDL (See Section F for perturbation details).

o Class of track will be appropriate for the maximum test speed.

o Test zone requires 640 ft of perturbed tangent track, for maximum speeds of 30 mph for
freight and 35 mph for passenger cars;

o Add additional lengths for acceleration/deceleration for test speed range.

o Includes internal transition lengths between subsections.

o Unintentional perturbations in the unperturbed parts should be less than those for
Class 6 track.

CONTROL VARIABLES RESPONSE VARIABLES
VARIABLE RANGE J{NO, : VARIABLE
Track Class 2 o Body Accelerations at C.G.
Track Profile —; - gitcg
Amplitude, inches 3 - Bounce
Track Profile 3 0 Bo];;er Displacement
Wavelength, ft. 19.5-39 - bounce
. . Truck Frame Displacement
Vertical Track >225 0
Stiffness, kips/inch* Instrumented Truck
4 - Bounce
Te?:é?gﬁid’ mph 10-30 o Coupler Displacement
Passenger 10-35 Both Couplers
5 - Vertical

*Tangent Stiffness Under
12,000# Vertical Load.




TEST PLAN SUMMARY (CONT'D)

PROOF

PITCH & BOUNCE
DATA HANDLING REQUIREMENTS:
ONBOARD{ WAYS|DE
NO. OF DATA CHANNELS < m None
SAMPLING RATE (Hz) 20 None
QUICK LOOK CHANNELS 5 None
*Includes five channels for speed, ALD, temperature, and such.
PERFORMANCE INDICES (Px); *
*(SEE SUBSECTION 3,2 FOR OBTAINING Px'S FROM ELEMENTS)
NO.} OUTPUT RESPONSE VARIABLE STATISTIC ] THRESHOLD
1 Carbody Pitch Angle Peak to Peak <2
2 Carbody Bounce Accelerations at C.G. Peak " <0.5g9
3 Truck-Car Relative Bounce Displacement. Peak <3"
4 Carbody-Bolster Relative Bounce Motion Peak <2"
SAFETY CRITERIA:
NO,| SAFETY VARIABLE STATISTIC | THRESHOLD
1 Carbody Pitch Angle Maximum ]o
2 Truck Car Relative Bounce Displacement Maximum 3"
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TEST PLAN SUMMARY

—

PERFORMANCE |SSUE: TEST CATEGORY:

YAW AND SWAY PROOF

RECOMMENDED TEST SITE:

o Test Track or RDL (See Section F for perturbation details).

o0 Class of track will be appropriate for the maximum test speed.

0 Test zone requires 240 ft of perturbed tangent tracks for maximum speeds of 30 mph
for freight and 35 -mph for passenger cars.

0 Add additional lengths for acceleration/deceleration for test speed range.

0 Unintentional perturbations in the unperturbed parts should be less than those for
Class 6 track. - :

CONTROL VARIABLES RESPONSE VAR IABLES
NO. VARIABLE RANGE JINO. VARIABLE
1 | Track Class 2 o Body Accelerations at C.G.
. 1 - Yaw
2 | Track Alignment:
Amplitude, inches 3 2 - Sway
. Coupler Displacement
3 | Track Alignment 0
Both Couplers
Wavelength, ft. 39 3 " Lateral
4 | Lateral Rail ’
Stiffness, kips* >40
5 | Rail Profile New
6 | Test Speed, mph
Freight 10-30
Passenger . 10-35
7 | Rail Surface Condition Sanded*¥
Dry

*Secant Stiffness with Zero
Vertical Load with Zero to
4000# Lateral Load.

**Rail Friction Coefficient of
0.15 to 0.3.
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___TEST PLAN SUMMARY (CONT'D)

YAW & SWAY

1 PROQF
DATA HANDLING REQUIREMENTS:
ONBOARD} WAYSIDE
NO. OF DATA CHANNELS * 9 None
SAMPLING RATE (Hz) 20 None
QUICK LOOK CHANNELS . None
*Includes five channels for speed, ALD, temperature and such.
PERFORMANCE INDICES (Px): *
*(SEE SUBSECTION 3,2 FOR OBTAINING Px'S FROM ELEMENTS)
NO. 0UTPUT RESPONSE VARIABLE STATISTIC | THRESHOLD
1 Carbody Yaw Angle Peak to Peak <20xx
2 Carbody Sway Acceleration at C.G. Peak <0.5¢g
**For 40' truck center distance. ‘Proportionaﬂy lower
for higher truck center distances.
SAFETY CRITERIA:
NO.| SAFETY VARIABLE STATISTIC | THRESHOLD
1 Carbody Yaw Angle Maximum 1°




TEST PLAN SUMMARY

PERFORMANCE | SSUE: ‘ TEST CATEGORY:

STEADY STATE CURVING PROOF

RECOMMENDED TEST SITE:

o Test Track,

0 Class of track will be appropriate with the maximum test speed.

0 Test zone requires 2000 ft of 19 curve for maximum speeds of 115 mph for freight and 130
mph for passenger cars; 200 ft of 20 curve with 3" S.E. for maximum speeds of 65 mph for
freight and 80 mph for passenger cars; 800 ft of 20 curve with 6" S.E. for maximun speeds
of 80 mph for freight and 90 mph for passenger cars; 1200 ft of 2° curve with 1" S.E. for
speeds of 65 mph for freight and 80 mph for passenger cars; 500 ft of 59 curve with 0"
S.E. for maximum speeds of 30 mph for freight and 35 mph for passenger cars; 800 ft of
50" curve with 2.5" S.E. for maximum speeds of 45 mph for freightand 55 mph for passenger
cars.

0 Add additional lengths for acceleration/deceleration for test speed range.

0 Unitentional perturbations in the unperturbed parts should be Tess than these for class
6 track.

CONTROL VARIABLES | RESPONSE VARIABLES

NO. VARIABLE RANGE |INO. "~ VARIABLE
1 Track Gauge, inches 56-57 o Wheel/Rail Forces
Instrumented Truck —
2 Track Curvature, degrees 1-10 Total Truck
3 Superelevation, inches 0-6 1 - Latera]
4 Track Class 2-6 2 - Vertical
. . Instrumented Axle
15 Rail Profile New . . {14 - Lateral
6 Test Speed, mph , 4 - Vertical
Freight : 20-115
Passenger 20-130
7 Underbatance (AE), inches 0-8 .
8 Rail Surface Condition Sanded,™*
Dry

*Rail Friction Coefficient
of 0.15 to 0.3.
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TEST PLAN SUMMARY (CONT'D)

2 Single Wheel L/V

' stADY STATE CURVING PROOF
DATA HANDLING REQUIREMENTS:
.| ONBOARD| WAYSIDE

NO. OF DATA CHANNELS* - 1 None

SAMPLING RATE (Hz) - 200 [ None

QUICK LOOK CHANNELS .4 None

*Includes five channels for speed, ALD, temperature, and such.
PERFORMANCE INDICES (Px)* - - :
*(SEE SUBSECTION 3.2 FOR OBTAINING Px'S FROM ELEMEN’[S)

[NO.{ OUTPUT RESPONSE VARIABLE STATISTIC | THRESHOLD
1 Wheel Lateral Force (Leading,’High Rail) Mean <20 kips
2 | wheel L/V (Leading, High Rail) "Mean 0.8

SAFETY CRITERTA:
NO.| SAFETY VARIABLE STATISTIC | THRESHOLD
1 Single Wheel Lateral Force Maximum 25 kips
Maximum 0.8
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TEST PLAN SUMMARY

PERFORMANCE | SSUE: TEST CATEGORY:

SPIRAL NEGOTIATION PROOF

RECOMMENDED TEST SITE:

Test Track.will consist of two types of spiral track, one perturbed, the other un-

***Rail Friction Coefficient

0
perturbed. .
0 With each, the Class of track will be appropriate for the maximum test speed.
o Test zone requires about 350 ft spiral to traverse from tangent track to 20 curve
with 3" S.E. for maximum speeds of 65 mph for freight and 80 mph for passenger cars;
200 ft spiral to traverse from tangent track to 100 curve with 2.5" S.E. for maximum
speeds of 30 mph for freight and 35 mph for passenger cars; 430 ft spiral to traverse
from tangent track to 59 curve with 2.5™ S.E. for maximum speeds of 45 mph for freight
and 55 mph for passenger cars; 50 ft of reverse spiral between th 100 and 50 curves
and 500 ft qf spiral from tangent to 20 curve with 6" S.E. for maximum speeds of 80
mph for_fre1ght & 90 mph for passenger cars.
0 Adq add1§1ona1 lengths for acceleration/deceleration for test speed range.
0 Unintentional perturbations in the unperturbed parts shall be less than those for
Class 6 track. '
CONTROL VARIABLES ~ RESPONSE VARIABLES
NO. VARIABLE RANGE |{NO. VARIABLE
1 | Curvature, degrees 1-10 0 Wheel Displacement . )
2 | Superelevation, inches 0-6 1 Inft§:T§?2§$*TrUCK’ High Rail
3 | Track Class 2-6
4 | Vertical Track "
Stiffness, kips/inch* 5225 A1l four wheels.
5 ] Lateral Rail
Stiffness, kips/inch** >40
Rail Profile New
Test Speed, mph
Freight 20-115
Passenger 20-130
Underbalance (AE), inches Variabld
Rail Surface Condition Sanded,*f1*
Dry

*Tangent Stiffness under
12,000# Vertical Load.

**Secant Stiffness with Zero
Vertical Load with Zero to
4000# Lateral ‘Load.

of 0.15 to 0.3.
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___TEST PLAN SUMMARY (CONT'D)

SPIRAL NEGOTIATION . - PROOF

DATA HANDLING REQUIREMENTS:

ONBOARD| WAYSIDE
NO. OF DATA CHANNELS: } 9 None
SAMPLING RATE (Hz) 200 None
QUICK LOOK CHANNELS 3 None

*Includes five channels for speed, ALD, temperature, and such.

PERFORMANCE INDICES (Px): *
* (SEE SUBSECTION 3,2 FOR OBTAINING Px'S FROM ELEMENTS)

NO.{ OUTPUT RESPONSE VARIABLE ‘ STATISTIC | THRESHOLD

1 Wheel Vertical Displacement Relative to Rail Peak <O;5"

SAFETY CRITERIA:

NO.| SAFETY VARIABLE STATISTIC | THRESHOLD

,

1 W/R Vertical Displacement Maximum 0.5"
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TEST PLAN SUMMARY

I
—

PERFORMANCE 1SSUE: TEST CATEGORY:
DYNAMIC CURVING PROOF

RECOMMENDED TEST SITE:

o Test Track.

Class of track will be appropriate for the maximum test speed. .

o Test zone requires 240 ft of 20 curve with 3" S.E., for maximum speeds of 65 mph for
freight and 80. mph for passenger cars; 1190 ft of 20 curve with 1" S.E., for maximum
speeds of 65 mph for freight and 80 mph for passenger cars; 870 ft of 59 curve with
2.5" S.E., for maximum speeds of 45 mph for freight and 55 mph for passenger cars;
720 ft of 10° curve with 2.5" S.E. for.maximum speeds of 30 mph for freight and 35 mph
for passenger cars.

0 Add additional lengths for acceleration/deceleration for test speed range.

o Includes internal transition lengths between subsections, but does not include
transition lengths that would be needed between sections.

o Unintentional.perturbations in the unperturbed parts should be less than those fo
Class 6 track. :

[+]

CONTROL VAR|ABLES __RESPONSE VARIABLES
NO. VARIABLE RANGE JiNO.] VARIABLE
'1 Track Gauge, inches 56-57 o Wheel/Rail Forces
2 Curvature, d : - Instrumented Truck,.
A ure ‘egrees ) 2-10 Total Truck

3 Superelevation, inches 0-3 1 - Lateral
4 | Track Class 2-4 2 - Vertical »
5 | Track ATignment ; o Body Accelerations at C.G.

Amo 14 , i ~ - Roll

mp11t?de inches 1.5-3 11, - Pitch

6 Track Alignment 5 - Bounce

Wavelength, ft. 19.5-74{ 6 - Yaw
7 ] Crosslevel 7 - Sway

Amp1itude, inches . 2 ’
8 Crossievel :

Wavelength, ft. 19.5-78
g Vertical Track

Stiffness, kips/inch* >225
10 | Lateral Rafl

Stiffness, kips/inch** > 40
11 | Rail Profile ‘ New
12 | Test Speed, mph

Freight 10-65

Passenger 10-80
13 | Underbalance (AE}, inches 0-8
14 | Rail Surface Condition Sanded , *N*

. Dry
*Tangent Stiffness Under
12,000# Vertical Load.
**Secant Stiffness with Zero
Vertical Load with Zero to
4000# Lateral Load.
***Rail Friction Coefficient
0.15 to 0.3.
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TEST PLAN SUMMARY (CONT'D)

DYNAMIC CURVING ' PROOF

DATA HANDLING REQUIREMENTS:

ONBOARD] WAYS|DE
NO. OF DATA CHANNELS * 12 None
SAMPLING RATE (H2) | None
QUICK LOOK CHANNELS 6 None

*Includes five channels for speed, ALD, temperature, and such.

PERFORMANCE INDICES (Px): *_ ) ,_
* (SEE SUBSECTION 3.2 FOR OBTAINING Px'S FROM ELEMENTS)

“[NO.] OUTPUT RESPONSE VARIABLE o | STATISTIC | THRESHOLD

1 Truck Lateral Force (Leading) ' ‘ T o Lo <60 kips
2 Truck L/Y (Leading) : (L/V)gs <0.5

3 Carbody Yaw Angle Peak to Peak <20%%

4 Carbody Rol1 Angle ; , Peak to Peak | = <7° -

**For 40' truck center distance. Proportionally
lower for longer distances.

***L95 indicates 95 percentile level

SAFETY CRITERIA:

NO,| SAFETY VARIABLE STATISTIC } THRESHOLD
1 Truck Lateral Force ) Maxi mum 60 kips
2 Truck L/V Maximum 0.5

3 Carbody Rol11 Angle | Maximum 3.5°

4 Carbedy Yaw Angle Maximum 1°
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TEST PLAN SUMMARY

PERFORMANCE 1SSUE:

STEADY BUFF AND DRAFT

RECOMMENDED TEST SITE:

TEST CATEGORY:
PROOF

the maximum test speed.

o Test Track.
o Class of track will be apprbprigte for
o Test zone requires 1200 ft of 27 curve

with 1" S.E. for maximum speeds of 65 mph for
freight and 80 mph for passenger cars; 800 ft of 59 curve with 2.5" S.E. for maximum
speeds of 45 mph for freight and 55 mph for passenger cars; 500 ft of 100 curve with

S.E. 2.5", for maximum speeds of 30 mph for freight and 35 mph for
passenger cars joined to a 500 ft reverse curve with 0" S.E.
o Add additional lengths for acceleration/deceleration for test speed range.
o Unintentional perturbations in the unperturbed parts should be less than those for

Class 6 track.

*Rail Friction Coefficient
of 0.15 to 0.3.

CONTROL VARIABLES RESPONSE VARIABLES
NO. VARIABLE RANGE [|NO, VARIABLE
1 Track Gauge, inches 56-57 o Wheel/Rail Forces
iy - Lead Truck,
2 Curvature, degrees 2-10 Total Truck
3 Superelevation, inches 0-3 1 - Vertical
4 Grade, percent 0-2 2 - Lateral
Trailing Truck
5 Track Class 2-4 Total Truck
6 Test Speed, mph Variabie|] 3 - Lateral
7 Underbalance (AE), inches Variable 4 - Vertical
8 Acceleration/Deceleration -0.45 to
Rates, mph +0.3
9 | Longitudinal Forces, kips Up to
+250K
J10_ | Rail_Surface Condition | Sanded ,*|]
Dry
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TEST PLAN SUMMARY (CONT'D)

STEADY BUFF & DRAFT PROGF -
DATA HANDLING REQUIREMENTS:
ONBOARD| WAYSIDE
NO. OF DATA CHANNELS® 9 None
SAMPLING RATE (Hz) 200 None
QUICK LOOK CHANNELS 4 None
*Includes five channels for speed, ALD, temperatyre, and such.
PERFORMANCE INDICES (Px): * ‘
* (SEE SUBSECTION 3.2 FOR OBTAINING Px'S FROM ELEMENTS)
NO.| OUTPUT RESVPONSE VARIABLE STATISTIC | THRESHOLD
1 Truck Lateral Force (Both Trucks of a Selected Car) Mean <60 kips
2 Truck L/V {Both Trucks of a Selected Car) Mean 0.5
SAFETY CRITERIA:
NO.| SAFETY VARIABLE STATISTIC | THRESHOLD
1 Truck Lateral Forces Maximum 60 kips
2 Truck L/V Maximum 0.5
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TEST PLAN SUMMARY

PERFORMANCE | SSUE: . TEST CATEGORY:

LONGITUDINAL TRAIN ACTION PROOF

RECOMMENDED TEST SITE: - .

0 Test Track, FAST, RTT and/or well maintained revenue service track.
o C(Class of track will be appropriate for the maximum test speed.
o Test zone requires 10,000 ft of unperturbed tangent track with various arad°s
0 Add additional 1engths for acceleration/deceleration for.test speed range.
0 Unintentional perturbations in the unperturbed parts should be Tless than those
for Class 6 track.
CONTROL VARVABLES RESPONSE VARIABLES
NO. VARIABLE RANGE []NO. VARIABLE
1 | Track Gauge, inches 56-57 o Wheel/Rail Forces
. . ’ N . Leading Truck,"
2 | CGrade, percent Various Total Truck
3 | Test Speed, mph : Variable] 1 - Lateral
4 | Acceleration/Deceleration -0.45 to]| 2 - Vertical
Rates, mph/s +0.3 " Trailing Truck,
5 | Longitudinai Forces, kips Up to 3 Tofa] Tr$ck
+250K - Latera
- 4 - Vertical
0o Body Accelerations at C.G.
5 - Longitudinal
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TEST PLAN SUMMARY (CONT'D)

LONGITUDINAL TRAIN ACTION | @@E'
DATA HANDLING REQUIREMENTS:
ONBOARD| WAYS I DE
NO. OF DATA CHANNELS * 10 None
SAMPLING RATE (Hz) 200 None
QUICK LOOK CHANNELS 4 Nona
4*Inc1udes five channels for speed, ALD, temperature, and such,

PERFORMANCE INDICES (Px):*

*(SEE SUBSECTION 3.2 FOR OBTAINING Px'S FROM ELEMENTS)

NO.{ OUTPUT RESPONSE VARIABLE STATISTIC | THRESHOLD
1 Truck Lateral Force (Both Trucks of a Selected Car) - ;QS** <60 kips
2 | Truck L/V (Both Trucks of .a Selected Car) (L/V)gs <0.5

**L95 indiéates 95 percentile level
SAFETY CRITERIA:

NO.| SAFETY VARIABLE STATISTIC | THRESHOLD
] Truck Latera] Force Maximum 60 kips
2 Truck L/V Maximum 0.5
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TEST PLAN SUMMARY

PERFORMANCE | SSUE: | TEST CATEGORY:

LONGITUDINAL IMPACT PROOF

RECOMMENDED TEST SITE:

o Test Track.

o Test zone requires 1000 ft of unperturbed tangent track for maximum speeds of
5 to 15 mph. .

0 \Unintentional perturbations in the unperturbed parts should be .less than those for
Class 6 track.

0 Add additional lengths for acceleration/deceleration for test speed range.

CONTROL VARIABLES . _RESPONSE VARIABLES
NO. VARIABLE RANGE |[NO. _VARIABLE
1| Test Speed, mph 0 Body Accelerations at C.G.
0-15 1 - Pitch
2 - Bounce
3 - Longitudinal

-} o Bolster Displacement
4 - Bounce

o Truck Frame Accelerations - -
Instrumented Truck
- Pitch
- Bounce

[o 24,
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TEST PLAN SUMMARY (CONT'D)

LONGITUDINAL IMPACT PROOF
DATA HANDLING REQUIREMENTS:
ONBOARD| WAYSI1DE
NO. OF DATA CHANNELS* 1 None
SAMPLING RATE (Hz) 100 None
QUICK LOOK CHANNELS ; None
*Includes five channels for speed, ALD, temperature, and such.
PERFORMANCE INDICES (Px): * .
*(SEE SUBSECTION 3.2 FOR OBTAINING Px'S FROM ELEMENTS)
NO. OUTPUT RESPONSE VARIABLE STATISTIC | THRESHOLD
1 Carbody Pitch Angle Peak <1°
2 Carbody-Bolster Relative Bounce Displacement Peak <2"
SAFETY CRITERIA:
NO.| SAFETY VARIABLE STATISTIC | THRESHOLD
Maximum 10%

1 Carbody Pitch Angle

*Unless it is a destructive test.
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TEST PLAN SUMMARY

PERFORMANCE | SSUE:

HUNTING

RECOMMENDED TEST SITE:

Test Track or RDL

Test zone requires 3000 ft of unperturbed tangent track for maximum speeds of 115 mph for
freight and 130 mph for passenger cars

TEST CATEGORY:

- DIAGNOSTIC

Class of track will be appropriate for the maximum test speed
Add additional lengths for ‘acceleration/deceleration for test speed range.

Unintentional perturbations in the unperturbed parts should be less than those for

Class 6 track.

CONTROL VARIABLES

RESPONSE VARIABLES

NO.

VARIABLE

RANGE

NO.

VARIABLE

* Test Speed, mph

Track Gauge, inches
Track Class

Track Alignment
Amplitude, inches

Rail Profile

Freight
Passenger

Rail Surface Condition

*Rail Friction Coefficient
of 0.15-0.3

56.5
3-6

0.5-2
New ,Worn

30-115
30-130
Sanded,*
Dry

—

[=2 0 8,]

oo~

12

13

14
15

Wheel/Rail Forces

Instrumented Truck,
Total Truck
- Lateral
- Vertical
Instrumental Axle
- Lateral
- Vertical

Body Accelerations at C.G.

- Yaw
- Sway

Truck Frame Accelerations
Instrumented Truck

- Yaw

- Sway

Truck Frame Displacement

Tnstrumented Truck
- Yaw
- Sway

Axle Acceleration

Instrumented Truck
- Lateral

Axle Displacement

Instrumented Truck
- Lateral
- Yaw

Wheel Displacement

Instrumented Truck, High Rail
- Lateral
- Angle of Attack
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___TEST PLAN SUMMARY (CONT'D)

i DIAGNOSTIC *
DATA HANDLING REQUIREMENTS:
ONBOARD{ WAYSIDE
NO. OF DATA CHANNELS * 19. none.
SAMPLING RATE (Hz). T 200 ‘none
QUICK LOOK CHANNELS 8 none
*Inciudes five channels for speed, ALD, température and such.
PERFORMANCE INDICES (Px):* '
*(SEE SUBSECTION:3,2 FOR OBTAINING Px'S FROM ELEMENTS)
NO.| OUTPUT RESPONSE VARIABLE STATISTIC | THRESHOLD |
1 Truck Lateral Acceleration Damping, (fro >0.1
) Time Responsef.
2 Carbody Sway Acceleration Damping (from >0.1
) o Time Response)
Carbody Sway Acceleration Peak <0.55g
Carbody Sway Acceleration - RMS .<0.1g
SAFETY CRITERIA:
NO.| SAFETY VARIABLE STATISTIC | THRESHOLD
1 Single Wheel Lateral Force , Maximum 25 kips
2 Single Vertical Wheel Force Time Duration at Zero Maximum 0.5 secs.
Value ' ‘
3 Single Wheel L/V Maximum 0.8
4 Truck Lateral Force Maximum 60 kips
5 Truck L/V Maximum 0.5
6 Carbody Sway Acceleration Maximum 0.69
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PERFORMANCE 1SSUE:

TWIST & ROLL

RECOMMENDED TEST SITE:

TEST PLAN SUMMARY

TEST CATEGORY:

DIAGNOSTIC

Test Track or RDL (See Section F for perturbation details).

0

o Class of track will be appropriate for the maximum test speed.

o Test zone requires 870 ft of perturbed tangent track for maximum speeds of 30 mph for
freight and 35 mph for passenger cars; 390 ft of perturbed tangent track for maximum
speeds of 65 mph for freight and 80 mph for.passenger cars,

o All additional lengths for acceleration/deceleration for test speed range.

o Includes internal transition Tengths between subsections, but does not include transition
Tengths that would be needed between sections. :

o Unintentional perturbations in the unperturbed parts should be less than those for
Class 6 track.

CONTROL VARIABLES __RESPONSE VARIABLES
NO. VARIABLE RANGE ]INO. VARIABLE.
1 | Track Class 2-4 Wheel Rail Forces
o | rosstew Instrmented Tk
Amp11tu?e, inches 1-2 1 > Vertical
3 ] Crossleve . .
Wavelength. ft 39-78 ) Bo?yRA$$e1erat1ons at C.G.
4 Vertical Track Stiffness 5225 0
kips/in* . Bolster Displacement
5 | Test Speed, mph 3 - Roll
Freight 1Q:65 4 - Bounce
Passenger 1080 Truck Frame Displacement
Instrumented Truck
. 5 ~ Rol1
*Tangent Stiffness under Wheel .Oisplacement
12,000# Vertical Load. Instrumented Truck,
~ High Roll
6 - Vertical




TEST PLAN SUMMARY (CONT'D)

TWIST & ROLL

DIAGNOSTIC

DATA HANDLING REQUIREMENTS:
ONBOARD| WAYSIDE

NO. OF DATA CHANNELS* 14 none

SAMPLING RATE (Hz) 200 none

QUICK LOOK CHANNELS 8 .~ none.

*Includes five channels for sbée&;'ALD,itempefaturé and such.
PERFORMANCE INDICES (Px): * .
* (SEE SUBSECTION 3.2 FOR OBTAINING Px'S FROM ELEMENTS)
NO.| OUTPUT RESPONSE VARIABLE STATISTIC | THRESHOLD
1 Carbody Ro11 Angle Peak to Peak <7°
2 | carbody-Bolster Relative Roll Paak to Peak <4°
3 Vartical Wheel force Maximum Zero <0.5 sec
Force Dura-
tion

SAFETY CRITERIA:
NO.| SAFETY VARIABLE STATISTIC | THRESHOLD
1 Single Vertical Wheel Force Time Duration at Zerb Maximum 0.5 éec

Value .

2 Carbody Roll Angle Maximum 3.5°
3 W/R Vertical Displacement Maximum 0.5"
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TEST PLAN SUMMARY

PERFORMANCE | SSUE: - TEST CATEGORY:

PITCH + BOUNCE ’ DIAGNOSTIC

RECOMMENDED TEST SITE:

0 Test Track Qr RDL (See Section F for perturbat1on details.).
o Class of track will be appropriate for the maximum test speed
o Test zone requires 640 ft of perturbed tangent track for maximum speeds of 30 mph for
freight and 35 mph for passenger cars; 240 ft of perturbed tangent track for maximum
speeds of 65 mph for freight and 80 mph for passenger cars.
0 Add additional lengths for acceleration/deceleration for test speed range.
0 Includes internal transition lenqgths between subsect1ons, but does not 1nc1ude transition
lengths that would be needed between-sections.
0 Unintentional perturbations in the unperturbed parts should be 1ess than those for
Class 6 track.
CONTROL VARJABLES _ RESPONSE VARIABLES
NO. VARIABLE , RANGE |INO, ) VARIABLE
1 | Track Class 2-4 0 Body Accelerations at C.G.
2 | Track Profile ; i E;Egge
Amplitude, inches 2-3 )
3 | Track Profile 3 0 B?1§;3:c21sp1acement-
Wavelength, ft 19.5-39
’ 0 ‘Truck Frame Displacement
4 Z?E:}f:l Track St1ff"e55’ 5225 Instrumented Truck
’ i 4 ‘- Pitch
5] Test Speed, mph 5 - Bounce
Freight 10-65 .
o Coupler Displacement
Passenger 10-80 ~ Vertical

*Tangent Stiffness under
12,000# Vertical Load




TEST PLAN SUMMARY (CONT'D)

"PITCH + BOUNCE DIAGNOSTIC
DATA HANDLING REQUIREMENTS:
ONBOARD] WAYSIDE
NO. OF DATA CHANNELS * 12 none
SAMPLING RATE (Hz) - - 20 none
QUICK LOOK CHANNELS . 5 “none
*Includes five channe]_s' for speed, ALD, températl{re, and such. - "
PERFORMANCE INDICES (Px):* i
*(SEE SUBSECT] ON 3.2 FOR OBTAINING Px'S FROM ELEMENTS)
NO.}| OUTPUT RESPONSE VARIABLE STATISTIC | THRESHOLD
1 Carbody Pitch Angle ‘ Peak to Peak <2°
2 Carbody Bounce Accelerations at C.G. Peak <0.5 g A
3 Truck-Car Relative Bounce Displacement Peak <3"
4 Carbody-Bolster Relative Bounce Motion - Peak - ! <2"
SAFETY CRITERIA:
NO.| SAFETY VARIABLE STATISTIC | THRESHOLD
1 Carbody Pitch Angle Maximum 1°
2 Truck-Car Relative Bounce Disp1acemgnt Maximum 3"
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TEST PLAN SUMMARY

PERFORMANCE | SSUE: | ‘ TEST CATEGORY:

YAW + SWAY DIAGNOSTIC

RECOMMENDED TEST SITE:

[o N ]

Test Track or RDL (See Section F for perturbation details).

Class of track will be appropriate for the maximum test speed.

Test zone requires 240 ft of perturbed tangent track for maximum speeds of 30 mph for
freight and 35 mph for passendger cars; 870 ft of perturbed tangent track for maximum
speeds of 65 mph for freight and 80 mph for passenger cars,

Add additional fengths tor acceleration/ageceleracion for test speed range.

Includes internal transition lengths between subsections, but does not include transition
Tengths that would be needed between sections.

Unintentional perturbations in the unperturbed parts should be less than those for

Class 6 track.

CONTROL VARIABLES _RESPONSE VARIABLES
VARIABLE RANGE JINO., VARIABLE
Track Class 2-4 o Wheel/Rail Forces
Alignment Instrumented Truck,

Total Truck

Amplitude, fnches 1.5-3 1 - Lateral
Alignment 2 - Vertical )
an81eng?h’ ft 19.5-78 o Body Accelerations at C.G.
Lateral Rail Stiffness, 540 3 = Vaw
kips/in* 4 - Sway
Rail Profile New 0 ‘Truck Frame Displacement
Instrumented truck
Test Speed, mph 5 - Yaw
Freight 10-65 6 - Swa
- Passenger 10-80 » Y .
Rail Surface Condition Sarided; *A o CLoupler Displacement
Dry 7 - Lateral

*Secant Stiffness with zero
Vertical Load with zero to
4000# Lateral Load.

**Rail Friction Ceefficient of
0.15-0.3
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TEST PLAN SUMMARY (CONT'D)

YAW + SWAY DIAGNOSTIC
DATA HANDLING REQUIREMENTS:
ONBOARD| WAYSIDE |
NO. OF DATA CHANNELS * 13 none
SAMPLING RATE (Hz) 200 none
QUICK LOOK CHANNELS 7 none
*Includes five ¢hannels for speed ALD, temperature, and such.

PERFORMANCE INDICES (Px):*

*(SEE SUBSECTION 3.2 FOR OBTAINING Px'S FROM ELEMENTS)

NO.{ OUTPUT RESPONSE .VARIABLE STATISTIC { THRESHOLD

1 Car Body Yaw Angle -~ } Peak to Peak | = <2%%*

2 Carbody Sway Accelerations at C.G. Peak §0.5 g

3 Truck Lateral Force L95*** <60 kips

4 | .Truck L/V (L/V)gg - <0.5

**For 40' truck center distance. Proportionally Tower
for higher truck center distance.
*klgo indicates 95 percentile level
SAFETY CRITERIA:

NO.| SAFETY VARIABLE STATISTIC | THRESHOLD
1 Truck Lateral Force Maximum 60 kips
1 Truck L/V Maximum 0.5
3 Maximum 1°

Carbody Yaw Angle
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TEST PLAN SUMMARY

PERFORMANCE 1SSUE:

STEADY STATE CURVING

RECOMMENDED. TEST SITE:

TEST CATEGORY:

DIAGNOSTIC

6 Test Track. : .

o Class of track will appropriate with the maximum test speed.

o Test zone requires 2000 ft of 19 curve for maximum speeds of 115 mph for freight and
130 mph for passenger cars; 200 ft of 29.curve with 3" S.E. for maximum speeds of 65
mph for freight and 80 mph for passenger cars; 800 ft of 20 curve with 6" S.E. for
maximum speeds of 80 mph for freight and 90 mph for passenger cars; 1200 ft of 20
curve with 1" S.E. for maximum speeds of 65 mph for freight and 80 mph for passenger
cars; 500 ft of 50 curve with 0" S.E. for maximum pseeds of 30 mph for freight and
35 mph for passenger cars; 800 ft of 50 curve with 2.5" S.E. for maximum speeds of
45 mph for freight and 55 mph for passenger cars; 500 ft of 50 curve reversing into
100 curve with S.E. going from 0" to 2.5" for maximum speeds of 30 mph for.freight
and 35 mph for passenger cars.

o Add additional lengths for acceleration/deceleration for test speed range

o Unintentional perturbations in the unperturbed parts should be less than those for
Class 6 track.

CONTROL VARIABLES RESPONSE VARIABLES
NO. VARIABLE RANGE ||NO. VARIABLE
1 | Track Gauge 56-57 o Wheel/Rail Forces
Instrumented Truck,

2 | Curvature, degrees 1-10 Total Truck

3 | Superelevation, inches 0-6 1 - Lateral

4 | Track Class 2-6 2 - Vertical

5 1Rail Profile New Instrumented Axle

3 - Lateral
6 Teét Speed, mph 4 - Vertical
reight 20-115 o Truck Frame Dis
- placement
Passenger 20-130 5 Instrumented Truck
Underbalance (AE), inches 0-8 - Yaw
. i "
Rail Surface Condition Si;ded, Wheel Displacement
Instrumented Truck,
High Rail
*Rail Friction Coefficient of 6 - Angle of Attack

0.15-0.3.




___TEST PLAN SUMMARY (CONT'D)

STEADY STATE CURVING

DATA HANDLING REQUIREMENTS:

DIAGNOSTIC

ONBOARD| WAYSIDE
NO. OF DATA CHANNELS 13 none
SAMPLING RATE (Hz) 200 none
s | none -

"~ QUICK LOOK CHANNELS

*Includes five channels for speed, ALD, temperature, and such. .

PERFORMANCE INDICES (Px):

*(SEE SUBSECTION 3.2 FOR OBTAINING Px'S FROM ELEMENTS)

NO.| OQUTPUT RESPONSE VARIABLE STATISTIC | THRESHOLD
1. 1 Angle of Attack of Leadihg Axle Peak <1°
2 Wheel Lateral Force (Leading, High Rail) Mean <20 kips
.:3 Wheel L/V (Leading, High Rail) Mean <0.8
SAFETY CRITERIA:
NO.| SAFETY VARIABLE STATISTIC | THRESHOLD-
1 Single Wheel Lateral Force Maximum 25 kips
2 Single Wheel L/V Max imum 0.8
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TEST PLAN SUMMARY

PERFORMANCE | SSUE: TEST CATEGORY:

SPIRAL NEGOTIATION DIAGNOSTIC

RECOMMENDED TEST SITE:

Test Track will consist of two types of spiral track, one perturbed, the other unperturbed.
With each, the class of track will be appropriate for the maximum test speed.

Test zone requires about 350 ft spiral to traverse from tangent track to 2° curve

with 2.5" S,E. for maximum speeds of 45 mph for freight + 55 mph for passenger cars,

50 ft of reverse spiral between the 10° and 5° curves, and 500 ft spiral from tangent

to 2° curve with 6" S.E. for maximum speeds of 80 mph for fre1ght +90 mph for passenger
cars.

Unintentional perturbations in the unperturbed parts should be less than those for

Class 6 track.

CONTROL VARIABLES __RESPONSE VARIABLES
VARIABLE RANGE |INO, VARIABLE
1 | Curvature, degrees - 1-10 o Wheel/Rail Forces
. s Lead Truck
2 | Superelevation, inches 0-6 A1l Wheels
3 | Track Class 2-6 1 - Lateral
4 | Vertical Track Stiffness, 5225 2 - Vertical
kips/in* ~ Trailing Truck
A1l Wheels
ii%%?ﬁL*5§11 Stiffness, 40 3 - Lateral
4 - Vertical
Rail Profile New o Body Accelerations of C.G.
Test Speed, mph 5 - Rail
Freight 20-115 | 6 - Yaw
Passenger 20-130 | 7 - Sway
Underbalance (AE), inches Variable o Bolster Displacement
Rail Surface Condition Sanded #+{ & - Roll
Dry 0 Truck Frame Displacement
Instrumented Truck,
High Rail
- Vertical

*Tangent Stiffness unger
12,000# Vertical Load. * .
**Secant Stiffness with zero A1l four wheels:
Vertical Load with zero to
4000# Lateral Load.
***Rail Friction Coefficient
of 0.15-0.3
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TEST PLAN SUMMARY (CONT'D)

SPIRAL NEGOTIATION DIAGNOSTIC
DATA HANDLING REQUIREMENTS:
ONBOARD| WAYSIDE|
NO. OF DATA CHANNELS” 26 none
SAMPLING RATE (Hz) 200 none
QUICK LOOK CHANNELS o : 7 none
*Includes five channels for speed, ALD, temperature, and such,
PERFORMANCE INDICES (Px):*
*{SEE SUBSECTION 3.2 FOR OBTAINING Px'S FROM ELEMENTS)
NO.{ OUTPUT RESPONSE VARIABLE STATISTIC | THRESHOLD
1 | Truck Side L/V (A1l Trucks Both Sides) (Lv) "ot <0.6
MNaximum
2 | Truck Side V (A1] Trucks Both Sides) Vgs of . >0
Hinimum
3 | Wheel Unloading Index (See Twist + Roll Perform. Indices) Peak <0.7
4 | Wheel Vertical Displacement Relative to Rail Peak <Q.5"
**(L/V)g5 indicates 95 percentile level
SAFETY CRITERIA:
NO.| SAFETY VARIABLE STATISTIC | THRESHOLD
1 Single Vertical Wheel Force Time Duration at Zero Value | Maximum 0.5 sec
2 Wheel/Rail Vertical Displacement Maximum 0.5"
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TEST PLAN SUMMARY -

PERFORMANCE 1S SUE: -~ TESTCATEGORY:

DYNAMIC CURVING ) DIAGNOSTIC

RECOMMENDED TEST SITE: -

o Test Track.
o Class of track will be appropriate for the maximum test speed
o Test zone requires 240 ft of 2° curve with 3" S.E., for maximum speeds of 65 mph for freight
and 80 mph for passenger cars; 1190 ft of 2°-curve with 1" S.E., for maximum.speeds of 65 mph
for freight and 80. mph for passenger cars; 870 ft of 5° curve with 2.5" S.E., for maximum
speeds of 45 mph for freight and ‘55 mph for passenger cars; 720 ft of 10° curve with 2.5" S.E.
for maximum speeds df 30 mph for freight and 35 mph for passenger cars.
o Add add1t1ona1 lengths for acceleration/deceleration for test speed range.
o Includes internal transition lengths between subsections, but does not 1nc1ude transition
lengths that would be needed between sections.
o Unintentional perturbations in the unperturbed parts shou1d be Tess than those for Class 6
track.
CONTROL VARIABLES __RESPONSE VARIABLES
NO. VARIABLE RANGE |{NO.|- ‘ VARIABLE
1 | Track Gauge, inches 56-57 o Wheel/Rail Forces
- - Instrumented Truck
2 Cunvature, degrees 2-10 Total Truck ’
3 | Superelevation, inches 0-3 1 - Lateral
4 | Tr<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>